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• ABSTR ACT

This technical report summarizes the image understanding , image

processing , and smart sensor research activities performed by the USC

Imag e Processing Institute during the period of 1 October 1978 through

31 MaLch 1979 under contract number F— 336l5—76—C—1203 with the

Advanced Research Projects Agency, Information Processing Techniques

Office , and monitorea by the Wright—Patterson Air Force Base , Dayton ,

Ohio.

The research program has , as its primary purpose , the development

of techniques and systems for understand ing images. Methodologies

range from low level image processing principles , smart sensor CCD LSI

circuit design , up to higher level symbolic representations arid

relational structure manipulations.
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1 . Research Overview

This document presents results of research over the past six
months at the USC Image Processing Institute. Research has been
devoted to 3 major areas: image understanding , image processing , and
smart sensor design. These areas are abstracted below.

Image Understanding Projects

The image understand ing projects investigated during the past
research period fall into two categories: texture analysis and image
analysis. Pratt and Faugeras report on a method of texture feature

extraction in which an image is first decorrelated , and large area
spatial moments are formed as texture features. Laws presents an

extension of this work concerned with an investigation of generalized
spatial operators performing pseudo—decorrelation. A method of
structural texture description based upon an edge representation of an

image field is presented by Nevatia , Price , and Vilnrotter. Ashjari
and Pratt discuss texture feature extraction from another viewpoint in
their report of the use of singular values of a texture field as

texture vector components.

Babu and Nevatja describe the use of linear features derived from

image edges as a means of detecting roads in aerial imagery. Price

reports on another image analysis project involving model matching at

the symbolic level.

Image Processing Projects

The image processing projects reported during the research period

are concerned with image processing system architecture , image
restoration , radar image formation, and computer holography.

Pratt , Abra ntatic , and Lee describe a novel architecture for

performing two—dimensional convolution with a minimum amount of

— 1—
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hardware using the concept of sequential convolution with small

generating kernels. Lee and Pratt present an algorithm for computing

the condition number of a Wiener image restoration operator as a means
of predicting the numerical accuracy of the restoration process. Two

reports by Lo and Sawchuk describe image restoration for blurred
images subjected to Poisson sensor noise . Garber and Mor ton describe

a method of a posteriori image restoration . Chuan presents two
reports ; the first is concerned with errors associated with data

• sampling in the polar domain , and the second report is an appl ication

of the theory involving synthetic aperture radar imag ing .

Smart Sensor Projects

The Hughes Research Laboratories present a section describing
• research progress on the development of smart sensors for image

• processing . Hughes is presently completing construction of a new CCD

chip that performs the following functions:

3x3 Laplacian

• 5x5 median filter

5x5 programable weight convolver
711 bipolar convolver
26x26 edge detection convolver.

— 2—



2. Image Understanding Projects

2.1 Decorrelation Method s of Texture Feature Extraction

William K. Pratt and Olivier D. Faugeras *

Introduction

Previous studies [1—7] have helped to establish bounds for

developing stochastic—based methods of visual texture feature

extraction. It has been demonstrated that second order statistical

- • meaures  on stochast ic  t e x t u r e  f i e l d s  a r e  s u f f i c i e n t  in the sense 4 ’ ~at
human  obse rve r s  canno t  d i s t i n g u i s h  b e tween  t e x t u r e  f i e l d  p a i r s
differing only in t h i r d  and h i g h e r  o r d e r  st a t i s t i c s .  F u r t h e r m o r e , i t
has been shown that mean , variance , and autocorrelation measures , by

themselves , are not sufficient. These results have led to a new

method of texture feature extraction based on spatial moment
measurements of a decorrelated versin of the texture field [8].

Texture Feature Extraction Method

• Stochatic texture fields can be computer generated by the system
• of Figure 1. An array of independent random numbers W(j,k) with

probability density P(W) is input to a spatial operator with transfer

function~~{•} to produce the correlated texture field F(j,k).

Texture fields generated by the model of Figure 1 can be

compactly specified by P(W) and ~~~~ This observation has led to a

texture field description method by which F(j,k) is decorrelated to

• estimate W (j,k) and a histogram of the decorrelated field is formed as

• an estimate of P(W). The spatial operator O{.} can be described by

measurement of the autocorrelation function

*Dr . O.D. Faugeras is with institut de Recherche d’informatique et

d ’ autornatique , Domaine de Voluceau , Le Chesnay, France.
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j+W k-l-W

• AF(ra,n) = 
~~~~~ 

F(u,v)F(u-m ,v-n)

u=j—W v=k-W

of F(j,k) computed over a ( 2 W + l )  by ( 2 W + l )  w i n d o w .

Figure 2 contains a block diagram of the exture feature

extraction method . In this system , the texture field sample is

decorrelated by a whitening filter based on the mesured

autocorrelation function A
F(mf

n) or by a fixed Laplacian or Sobel

operator. A histogram P(b) for U < b < L-l amplitude levels is formed

over a window of the aecorrelated field and the first four moments of

the histogram , defined below , are computed .

average

L-l

= E bP (b) (2)

b= 0

deviation

b0 [:~ 
(b_b

A)
2P(b)]

i

skewness

bs = _

~~~~ E (b.
~bA ) 3P (b )  ( 4 )

b=0 .

kurtosis
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I. —’

bK = -

~~~~ 

(b_bA ) 4P (b )
~~

3 ( 5 )

bD b 0

The au tocor r e lation func tion is charac ter ized by a se t of

two—dimensional spread measures defined by

T T
S(u,v) = E (m~flm)

u (n_fl )‘
~F

(m,n) (6)
m=0 n=—T

where

= E ~~~~~~~ 
(7)

7fl 0 fl-T

T T

~~~~~ ~~ ~~~~~~~~ 

( B )

m= ~ f l — T

Eva luation

The decorrelation method of texture feature extraction previously

described has been evaluated by measurement of the Bhattacharyya

distance of texture features measured on pairs of the Brodatz [9~1
natural texture fields of Figure 3. The B—distance measure is

B(S 11S2 ) = ~~(~ 1
_u

2)T[
1
2 2] (u1-u2)4Ln~ 

‘(
~~~~ 

(9)
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(c) wool (d) raffia

Figure 3. Examples of Brodatz Texture Fields .
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where U
1 
and 

~~~~~~ , 
represent the feature mean vector and the feature

covariance matr ix of the classes , respectively. For equally likely

texture field pairs , a B—distance of 4 or greater correspond s to a

ciassificaton error bound of about 1%.

In the experimen ts , the Brodatz tex ture field s have been
subdivided into 64 non-overlapping prototype reg ions of 64x64 pixels.

Tex ture features have been extracted from each region and formed into

a texture feature vector . Next , the mean and covar iance of the
feature vector have been computed and substituted into eq. (9) to

obtain the B-distance for pairs of prototype fields. In order to

crea te a stringent tes t , the natural tex ture fields have been
normal ized to zero mean and unit standard deviation by independent

point—by—point linear re—scaling . This operation insures that

luminance b ias and con tras t differences between the tex ture pa irs do
not influence the discrimination.

Table 1 contains a listing of B-distances for three texture

fea ture sets that measure the shape of the autocorrela t ion func t ion of
each prototype field for 20 spatial lags in each coordinate. With

fea ture set 1, containing four fea tur es , the B—distances of the

natural texture fields range from 8.70 to 1.49 correspond ing to

classification error bound s from about near zero to 11%. The

B—distances are much smaller for feature sets 2 and 3 employing two
fea tures and one fea tur e, respectively. The B—distance measurements
of Table 1 indicate that autocorrelation shape features of texture

fielas , by themse lves , are mar ginally adequate for the natural texture
fields investigated .

Table 2 contains listing s of B—distances for texture features

consisting of histogram moments of decorrelated texture fields using

whi tening , Laplacian, and Sobel decorrelation operators. For the

whi tening opera tor, the average d istanc e for the natural tex ture pairs

—9—
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Table 1

Bhattacharyya Distance of Texture Feature Sets for Prototype

Texture Fields Autocorrelation Features

FIELD PAIRS SET #1 SET #2 SET #3

GRASS SAN D 5.05 4.2~ 2.92

GRASS RAFFIA 7 . 0 7  5 .32  3 . 57

GRASS WOOL 2.37 0.21 0 . 0 4

SAN D RAFFIA 1.49 0 .58  0 . 3 5

SAND WOOL 6.55 4.93 3.14

RAFFIA WOOL 8. 70 5 .96  3 .78

AVE RAGE j 
5 .21  3 .55 2 . 3 0

SET #1: S(2,0), S(0 ,2), S(l,l), S(2 ,2)

SET #2: S(l,1), S(2,2)

SET #3: 5(2,2)

—10—
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is quite large when all four moment features are utilized , but some
texture pairs , e.g. grass—raffia , exhibit small distance . There is

relatively little drop in B—distance when only the third and fourth
oroer h i s t o g r a m  moments , b5 and b K, a r e  used . This  is to be expected
since the whitened texture fields have been forced to zero mean and
unit variance by the whitening operator. Use of only the kurtosis

gives small distances.

With a Laplacian decorrelation operator , the B—distances of

Table 2 are somewhat lower on average than for a whitening operator.

However , there are some anomalies. Compare , for example , the

grass—raffia distances for whitening and Laplacian decorrelation.

Decorrelation with the Sobel operator , as ind ica ted  in Table 2 ,
gives quite large B—distances for natural textures using four
histogram moments. Since the Sobel operator output is unipolar , the

mean and standard deviation moments are meaningful , and in fact ,

contribute significantly to the B—distances. In the worst case of the

grass—raffia pair , the B—distance of 2.20 correspond s to a
classification error bound of about only 5% using feat~ure set 1.

The conclusions obtained from Table 2 are that histogram moment
features of aecorrelated texture fields , by themselves , provide a
reasonably good means of discriminating the natural texture fields

investigated . The whitening operator is superior , on the average , to

the Laplacian operator in terms of distance. But , the Sobel operator

yields the largest average and largest minimum distances. This is
particularly interesting since use of the Sobel operator obviously

obviates the need to compute the autocorrelation function and generate

the whitening filter.

Table i lists the B—distances obtainable using a hybrid feature

set of autocorrelation shape and histogram moment features. In all

cases , the B—distances are larger than obtained using only

autocorrelation shape or histogram moment features.

— 1 2 —



- ,  -- .- -. . .,-
~

-, __

.0 ~~~~~~
~~ 0 N

— N — N

U, ~~ ~~‘ UI (fl -~ .0 . 0 . 0 . 0U) — — — —
U) U) . 0 . 0 . 0.0U) ‘~~ --1 — --4 — —

C 44 0 ~14 0 0
‘-4 ~ 4-4 0 4-4 0 0 U)

U) U) ~ U) ~ Ik lk Ik 1k— — — — — — ~~~~~~ E~~~~E~~~~E E -0 U,U) U) U) — .~~ U ) U , C J) CJ)
U) in U) U) ‘

~
‘-4 U) U) U)

$4 $4 $4
C, CD CD

• ____________ — — — — — —13—

._ _ _ ±_

~

_ -~~~~~~~~~‘-- ~~~~~~~~~ .
-~~~~~~ - - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



_____________  
__________

The previous results seem to indicate that the histogram of a

decorrelated texture field provides a substantial amount of

information for texture discrimination. But , how important is the

decor r ela tion process? What per formance coul d be ac hieved if no
decorrelation were to be performed , and the histogram were made

directly on the texture field? Table 4 provides some answers to these

questions.

Table 4 contains B—distances obtained with four histogram moment

features using whitening , Laplacian , and Sobel decorrelation operators

and w i t h  no d e c o r r e l a t i o n  at a l l .  This  data , presented in the first

four columns of Table 4, has been obtained by processing texture

fields normalized to zero mean and unit standard deviation. The

results show that , without decorrelation , fairly large B—distances can

be obtained fo r  most of the n a t u r a l  texture field pairs. Thus , the

first order histogram of a texture field seeming ly prov ides

information important for texture discrimination. But , is this really

so? Probably not , because the first order histogram of an image is

dependent upon luminance point response of the imaging system in

addition to the point reflectivity of the texture object. It is

possible to nonlinearly scale the prototype texture fields such that

their histograms are all identical. Yet the fields will retain visual

texture differences. The B—distances obtained using such images as

prototypes are presented in the last four columns of Table 4. It is

observed that the B—distances for no decorrelation have become

extremely small as expected , but the distances for the othe i

decorrelation operators are not affected nearly so much. Moreover ,

the whitening operator yields the largest average and largest minimum

distance. Thus , the justification for the decorrelation operation is

strongly en force d .

Summary and Conclusions

A stochastic model of texture field generation has led to the

development of a texture feature extraction technique . The method is

—14—
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based on r e p r e s e n t a t i o n  of the a u t o c o r r e l a t i o n  f u n c t i o n  of a t e x t u r e
f i e l d  plus the g r a y  scale h i s t o g r a m  of a d e c o r r e l a t e d  ve r s ion  of the
texture field. Feature repesentation is in terms of shape measures  of
the a u t o c o r r el a t io n  f u n c t i o n  and moments of the histogram. The

f e a t u r e  vec tor  so obta ined has been eva lua t ed  by B h a t t a c h ar y y a
d i s t ance  m e a s u r e m e n t s .  Testing w i t h  pro to type  t e x t u r e  f i e l d s
indicates t ha t  l a rge  B h a t t a c h a r y y a  d i s t ances  can be ob ta ined  between
texture field pairs with the stochastic—based feature extraction

method -
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2.2 Stochastic Texture Characterization

Kenneth 1. Laws

Visual textures arise from many sources. Cellular textures are

composed of repeated similar elements called primitives. Examples are

leaves on a tree or bricks in a wall. Other texture types include

flow patterns , fiber masses , wood grains , and stress cracking . A

complete analysis of any tex ’ ure would require modeling of the
underlying physical structure.

The human visual system , however , is capable of discriminating

and classifying all of these textures. It is obvious that spontaneous
recognition does not require built—in models of physical texture

generators , although such models may be used by trained observers.

‘Ihe eye must use the same feature extraction methods on each
texture field , regardless of its source . We do not know what these

methods are , although there is indirect evidence that edge detection

is involved . We do know that any retinal transform must retain enough

information to distinguish differe nt textures (as identified by human
observers) - Information which would distinguish equivalent textures

must be suppressed or ignored .
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The ch ie f  c h a r a c t e r i s t i c  of t e x t u r e  is s h i f t — i n v a r i a n c e .
Pe rcep t ion  of a texture does not change as its pos i t ion  on the fovea

- 
- changes .  This  seems to be the very definition of a texture field: an

image which is not significantly changed by shifting . A r eg ion  or
object , on the other hand , is position dependent.

Textures are often composed of identifiable sub—reg ions. Texture
perception is not invariant to all rearrangements of these reg ions.

Whether an image is seen as a uniform texture field or as an

arrangement of reg ions seems to depend on two factors: scale and

discontinuity . Large regions with closed boundaries are seen as
separate objects. Small reg ions with indistinct edges are seen as a

texture field.

We shall define texture to be that which remains constant as a
window (or fovea) is moved across an image. This presupposes that the

image is a single texture field. The definition does not explicitly

include the closed boundary effect , but does inc lude the resolution

a m b i g u i t y :  t e x t u r e  may change as a f u n c t i o n  of window s ize .

There  is ano the r  a m b i g u i t y  in the common mean ing  of t e x t u r e .  Let
two texture fields be identical except for a difference in lum inance.

Most observers will say that the textures are identical , althoug h the
two fields are easily distinguished . Similar results will be obtained

with texture fields differing in contrast , color , s ize,  rotation , or

geometric warp . Texture is thus perceived to be invariant to changes

in illumination or camera position.

We shall consider all of these differences to be differences in

texture , although ones which are easily measured or compensated .

Experimental work for this study uses monochrome images quantized to

have nearly uniform gray—level histograms. This compensates for any

differences in illumination , sensor type , or film developing

parameters. We will also attempt to measure and adjust for camera

orientation parameters , although it is not clear whether these differ
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from texture parameters.

Structural and statistical approaches to texture description have

been proposed . Structural methods first locate primitive regions ,

then analyze the spatial relationships. This requires that the

texture have identifiable primitives , and that the vision system be

able to determine which primitives are present. This is probably the

correct way to analyze regions and objects , but is too

knowledge—dependent for a preliminary texture segmentation system .

The most promising general approaches measure the relationships

between edge elements or small regions. This is similar to the

statistical approach described below.

Texture is both spatial and statistical . It is spatial since

texture is the relationship of groups of picture elements. Nothing

can be learned about texture from an isolated pixel , or from a
histog ram of pixel values. Monotonic transformations leave texture

largely unchanged . This is why we are able to use histogram

equalization.

Texture perception is largely unchanged by random variation in

the shape , orientation , structure , or relative position of texture

elements. While it is true that a highly regular texture can be

disrupted by the introduction of a few irregularities , irregular

textures are nearly immune to noise or variation. It seems that

v a r i a b i l i t y  is an impor tan t  t e xt u r e  d imens ion , and t ha t  changes  in
other  t e x t u r e  measures must be interpreted relative to variability.

Sta t i s t i c a l  f e a t u r e s  are  n o n — s p a t i a l .  The most powerful and

appropr i a t e  s t a t i s t i c s  fo r  a p a r t i c u l a r  type of t e x t u r e  are  those
which estimate parameters of the generating process. A general vision

system , however , must use features which are common to many types of

texture. One way to find such features is to model the human visual

system . We have yet to develop a system which works as well. If we

find such a system , howev er , we can undoubtedly improve upon it for

— 19—



- - - -~~~~--—~~- 
~~~~~~~

p a r t i c u l a r  app l i ca t ions .

Natural texture dimensions can also be discovered by study ing
homogeneous texture f ields. Each field contains variation inherent to

that texture type . Different fields have different types of
— variation. Discriminant analysis is an appropriate tool for

icentifying the significant variations. It is only necessary that we
propose a set of texture measures; the analysis determines which

combinations are useful .

Traditional Texture Measures

There is good evidence that the human visual system does not

respond to spatial dependencies of higher than second order. The

relationship between any two pixels may be significant , but their
joint relationship with any third pixel in an image field is not.

This suggests the autocorrelation function as a matrix of texture

descriptors. Unfortunately the autocorrelation function is very

similar for most images. It  is neccessary~ to consider large lag
values before significant differences occur . These differences tend

to be regula~ iy spaced regions of high correlation energy

corresponding to repetition frequencies within the texture fields.

Such pockets of energy are not easy to identify and analyze. About
the best which can be done cheaply is to describe the correlation

function by its first few spatial moments. Clearly this method will

have little power unless correlations are measured over very large

windows . ‘Ibis would be inappropriate in image analysis , since
relatively small regions of texture must be identified .

One way to gather the significant energy in the correlation

function is to compute its Fourier transform. Equivalently, one may

trans form the original image w indow , discarding the phase information .

Althoug h this takes a large amount of computation , moving window

transforms may be updated without too much trouble. The chief

difficulty with transform methods is that they must be computed over
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l a rge  windows . Small window t r a n s f o r m s  reveal only high—frequency
information , negating the theoretical justification of the transform.

Further , single frequencies are seldom important or reliable. The

spectrum may be reduced to a smaller number of features by computing

the cepstrum , or Fourier transform of the spectrum . Another way to

extract significant energy is to compute moments of the spectrum .

The co—occurrence matrix measures more general second—order

• p r ope r t i e s .  I t  is an e s t ima te  of the j o i n t  p r o b a b i l i t y  d e n s i t y
f u n c t i o n  for  p ixels  separated by a p a r t i c u l a r  row and column shift. A

d i f f i e r en t  m a t r i x  must  be computed for  each of several  row and co lumn
s h i f t s , a lthoug h t he r e  is some r educ t i on  if rotational isotropy can be

assumed . For texture segmentation by image classification , each of

these matrices must be computed around each image pixel. It is not
feasible to compute full 256x256 co—occurrence matr ices for an 8—bit

image. Images are typically requantized to 16 levels before joint

probabilities are estimated . This leads to poor performance on

low—contrast textures. The co—occurrence matrices must also be

reduced to a reasonable number of features. This is best done by

computing moments around the matrix diagonals. Many weighted moments

have been suggested , but none has yet proven effective.

— It has been seen that spatial moments are a good way to measure
the distribution of energy in a correlation , spe ctra l , or
co—occurrence matrix. Spatial moments can also be used to measure
texture directly, as described below.

Spatial Moments

Since texture is a locally spatial phenomenon , we mus t use local
spatial operators to generate our feature planes. Computation of

spatial moments is equivalent to multiplying an image window by a mask

and then summing . This is exactly what is done in convolution . It

seems reasonable to convolve small spatial moment masks with an image

to produce a set of feature planes. Then statistical measures can be

—21—
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computed over large moving windows in each plane . These measures form
the texture features for the point at the center of each large window.

The spatial  moments of a local window are

~~~ = (1/N) ~~ r 1c31(r ,c) ( 1)

wher e N is the num ber of p ixe ls in the win dow , r and c are row and
column ind ices , and I(r,c) is the image function. It is assumed that
row and co lumn ind ices are relat ive to the window center , and that the
computed moments are assigned to this center point as a feature
vector.

When spatial moments are computed over a probability density,
such as a co—occurrence matrix , it is desirable to relate higher
moments to the center of the probability mass , (M10 /M0 0 , M01/M00 ). For
instance ,

M~ 0 (1/N ) ~~ (r—M 10/M00 ) 2 1(r ,c)

(2)
= M20-M~0/M00

For sma ll image win dows, however , this standardization makes little
difference. It is not wor th the extra computation , and may not even
be appropriate.

Other types of standardization may be more useful. We can make
our texture measures invariant to the affine transformations
r ’ = sr + u, c ’ = tc + v by dividing the higher moments by the row and
column standar d devia tions , /(M’20/M00) and /~3i 2/M 00) . Th is removes
the effect of camera zoom or texture coarseness. Other geometric
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warps can be removed by standardizing with respect to the row and

column correlation.

Rotational invariance can also be achieved . Suppose that the

image texture has a dominant direction , such as a gradient or major

Fourier component direction. Let the camera or texture field be

rotated throug h an angle A , and let a = cos(A) , b = sin(A) . The new

moments can be computed from the original window as

M ..(A) = ( 1/ N ) ~~ (ar+bc)1(—br+ac)~~I(r,c) 
(3)

Haralick computes severa l  f e a t u r e s  of th i s  f o r m  to measure energy

along co—occurrence matrix diagonals. Using the binomial expansion it

can be seen t h a t  these moments are linear combinations of the M . .. 
-

1J
For instance ,

M11 (A) = -abM 20 + ( a 2 —b 2 ) M 11+abM 02 
( 4 )

Haralick and other inv~ stigators have also suggested that spatial

moments be computed over non—linear functions of the co—occurrence

probabilities. These can be dupl icated as closely as desired by

combinations of the spatial—statistical moments to be introduced

later.

Statistical Moments

A texture field is an extended entity composed of repetitions of

similar local primitives. We require , therefore , g lobal measures  of
local properties. These global measures must be statistical since

they must be shift—invariant and insensitive to random texture

var iations. They should also be easy to compute since large windows

are involved .
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The se t of statistical moments are par t icular ly good global
measures. Consider a window placed on an image , or on any fea ture
plane computed as a transform of the image. One likely texture
measure is the avera ge value of the fea ture wi thin the w indow.
Another is the standard deviation of the feature. Skewness and

kur tosis are also good candidates, althoug h somewhat harder to

explain. It is known that the histogram of an 8—bit feature plane can
be completely characterized by a set of 256 such statistics.

Statistical moments above the fourth, however , are likely to be

unreliable and to have little energy or importance. Initial results

suggest that even the skewness and kurtosis are of little use .

The basic statistical moments of a window are

= ( 1/N ) ~~ Ik (r c)

It is convenient , however , to standardize th~ higher moments to remove
the effect of mean and standard deviation. The statistics used in our

study are of the form

— 24—
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AVE = M1 (6a)

• 
SDV = “ (M 2 —M 1

2 ) ( 6b )

SKW = (M 3
_ 3 ( M 1*M2 ) +2 (M 1

3 ) ) / SD V 3 (6 c)

KRT [(M4
_4 (M1*M3)+6 (M1

2*M2
_3(M

1
4))/SDV4]_3.0 (6d)

The kurtosis has been reduced by 3.0 so that a Gaussian distribution

w i l l  have zero skewness and k u r t o s i s .

Computation of the four moments at every picture point can be

done in a single pass. On our PDP—1OKL this takes two minutes for a

512x512 image , regardless of the moving window size. The number of

image rows which must be kept in core is equal to the number of rows

in the window. Each pixel is examined only twice , once as it enters

the moving window and once as it leaves.

Experimental Results

Two sets of textures have been used to test the discriminating

power of these features. The first set consists of the Brodatz

pictures of grass , raffia, sand , and wool. These pictures were chosen
for their strong , uniform structures and for their similarity. They

have been mad e more similar by histogram equalization . The second set

includes the first and the Brodatz pictures of bark , straw ,

herring bone cloth , pressed calf leather , wa ter , wood , and plast ic
bubb les , each histogram equalized .

Feature vec tors are computed for 240 non—overlapping 32x32

windows in each picture. These vectors are then passed to the SPSS
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analysis system , where disc r iminant analysis is performed . The

ana lys is involves stepw ise inclusion and delet ion of features to
identity significant eigen—dimensions in the feature space. Each

feature is adjusted to have zero mean and unit standard deviation

across the total population of sample vectors. This correspond s to a

Fisher linear discriminant analysis. Classification functions are

then computed from the principa l texture axes. The accuracy of

classification on the training set will be reported here as the

pr imary quality measure for a set of texture features.

Co—occurrence features have been computed for the first texture

set. These can be used as a reference for evaluation of later

results. Let PmnMij be the moment ~~~ computed on the joint

probability matrix for row and column shifts m and n. These features

have been computed for all subscript values 0, 1, and 2. All of the
M
00 features are equivalent , leaving 73 independent features.

Computing time was approximately 4.5 minutes for 32x32 image blocks

r equan t i zed  to 32 levels .

Of the 73 features , only the Mil moments showed strong individual

discriminating power. The strongest were P22M 11 and P02M 11.
Discriminant analysis with all of the features identified two dominant

texture dimensions. The first may be approximated by

_l.5P
11M21+1.3P01

M12
_l.2P

00M22
_l.2

~’20M12+l.2P ooM22 (7a)

the second by

—2.4P10M11+1.9P11M11—l.7P01M11—1.5P10M22+l.5P20M11 
(7b)

Togethe r these provide 98% classificatio~ accurac y, which seems to be

about what a trained human observer couid achieve on 32x32 blocks.

The classifica~.ion errors are mainly between grass and sand .
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The same spatial moment subroutine has been used to compute 3x3

spatial moments for the first texture set. It took ten minutes to
extract 3~ x32 window statistics from the original image and the nine

spatial moment feature planes. We believe that a moving —window update

algorithm will reduce this to less than five minutes per 5l2x512

image. Using special technique s for low—order moments might cut this

time in half.

The most significant spatial statistics are M 11SDV , M 01SKW ,

M 11KRT, and M 21SKW . Other strong measures are M 1ØSDV , M01SDV , M 01KRT ,

M 12SDV , M 21SKW , M 1QSKW , and M11SKW . Conspicuously absent from this

list are any of the AVE statistics. For 3x3 convolutions , a t leas t ,
the convolution sum is not as important as its variability.

Two dominant texture dimensions were again found . The principle

axes appear to be the same as found with co—occurrence statistics ,

although the second axis is reversed in sign. These components may be

approximated by

.91M01SDV— .84M21SDV— .77M11
SDV (8a)

and

4.6M01SDV—4.1M21SDV+2.4M10SDV—2.4M12SDV (8b)

Notice that only SDV features are important.

The classification accuracy using these principle components is

9~ %, the same as for co—occurrence statistics. The error pattern is

slightly different , however . Grass and sand are still confused , but

so are wool and sand . The errors are distributed more evenly.

Another approach is to substitute 3x3 statistical moments for the

x3 spatial moments. We have computed these texture measures for both

the first and second texture sets. The image was again sampled at 240
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non—overlapping 32x32 blocks. Computing time is 2.5 minutes for 240
non—overlapp ing 32x32 samples.

The strong features over the first set of four textures are
SDVSDV, SKWSDV , SDVAVE , SDVSKW , and SDVKRT. (The local operation is
mentioned first , then the global one.) Again the standard deviation
features are dominant. Classification accuracy with these features is
b / % .  The principle components are

1.5AVESDV-1.5IMGSDV-.8SDVSDV

1. 7IMGSDV-1. OSKWSDV

where 1MG statistics alone have no classifying power because of the
histogram equalization. The statistics do differ from window to
w indow, however , and may be useful in combination with other features.

Over the full set of 11 textures the strong features are SDVAVE ,
SKWAVE , SDVSKW , and SDVKRT . SDVSDV , which is primarily an edge
measure , is much less important than for the first set of textures .

Classification accuracy drops to 84%, with the three dominant
componen ts

-1. 5SDVAVE+. 8IMGSDV-. 7AVESDV

1. 5IMGSDV-l. 3AVESDV-1. 3SDVAVE+1 . 1IMGAVE

-1. 2IMGAVE-l. 1SKWAVE

Notice the relative unimportance of the skewness and kurtosis

features.

V a r i a t ions of the local stat is tical fea tures  have also been
tried . Adding the 3x3 Sobel edge detector increases classification

accuracy on the first set of textures to 99%. SBLSDV and SBLAVE are
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both strong features. Normalizing each image block (to zero mean and

unit standard deviation) prior to computing local features has little

effect: classification accuracy drops to 98%. Use of 5x5 instead of

x 3 local stat istics reduces accuracy to 82%, even with the 3x3 Sobel .

Spatial—Statistical Momen~~

The effectiveness of both spatial and statistical moments as

local tex ture measur es sugges ts the use of comb ined
spatial—statistical moments. Let

Mjjk = ( 1/N ) E rlc7Ik(r ,c) (9)

This reduces to the spatial moments when k = 1 and to the statistical

momen ts when i = j = 0. It may be, however , that the joint moments
are more powerful local descriptors than the spatial and statistical

features together. We are now setting up discriminant analyses to

test this hypothesis.

2.3 Describing Natural Textures

Rainakarit Nevatia , Kei th E. Pric e and Felicia Vi lnrotter *

Introduction

Many t imes , areas of an image are best characterized by their

texture rather than purely intensity information. Texture is most

easily descri bed as the pattern of the spa tial arrangement of
different intensities (or colors). The different textures in an image

*Felicia Vilnrotter is suppor ted by a Hughes A ircraf t Company Doc toral
fellowship.
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are usually very apparent to a human observer , but automatic

description of these patterns has proved to be very complex . We are
concerned with a description of the texture which corresponds , in some

sense , to a description pr oduced by a person looking at the image.

Many statistical textural measures have been proposed in the past

[1—4] , therefore one can use some of their results indicating what
measures  may be u s e f u l .  Among the s t a t i s t i c a l  measures  wh ich  have
been discussed , and used , are analysis of the discrete Fourier

t r a n s f o r m  to f ind  i nd i ca t i ons  of the s t r u c t u r e  [4 ]  , a n a ly s is o f

g e n e r a l i z e d  g r a y — l e v e l  co—occurence  m a t r i c e s  [1] , and anal ysis  of the
edges (or  m i c r o — e d g e s )  in a subwindow [ 3 ] .  We a re  not in te res ted  in
f i n d ing one t e x t u r e  measure  which  wi l l  d i s t i n g u i s h  between all regions
( t h i s  is the u l t i ma t e , but  e x t r e m e l y  d i f f i c u l t  p rob lem)  but  in f i n d i ng
a t e x t u r e  measure  to use in c o n j u n c t i o n  w i t h  many  o ther  f e a t u r e s  of
the reg ion  [ 9 ] .

The work  in what  can be called s t r u c t u r a l  texture description has
been more l im i t ed  [ 5 — 7 ]  . Maleson [5]  used simple r eg ions  as the bas ic
elements  and used r e l a t i ons  between r eg ions  and shape p rope r t i e s  of
the reg ion in his  ana ly s i s .  Tamura  et a l .  [6 ]  t r ied  to develop a set
of opera tors  w h i c h  would r a t e  t e x t u r e s  on severa l  scales , comparab le
to the i r  r a t i n g s by human sub jec t s .  The proposals  of M a r r  [ 7 ]  f o r
t e x t u r e  ana lys i s  based on the p r i m a l  ske tch  a re  s i m i l a r  to some of the
ana lys i s  which  we p e r f o r m .

Analysis of Texture

One of the most striking patterns seen in aerial images of a

certain scale is the regular Street or housing pattern of many cities

(see Fig . 1). The appearance of this regularity is its most

d i s t i n g u i s h i n g  c h a r a c t e r i s t i c , and because the p a t t e r n  is so c l ea r  in
the image it should be easy to extract. An obvious method to extract

t h i s  r e g u l a r  p a t t e r n  is the use of a 2—dimensional discrete Fourier

t r a n s f o r m .  We computed th i s  fo r  v a r i o u s  subw indows f r o m  the image in
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Fig . 1 and other images (subw indows are g iven in Fig. 2). In the

Fourier transform results shown in Fig. 3 there is some indication of

the regular structure in the urban area windows , but it is not as

apparent (visually) as it is in the image. Other attempts to derive
• much of the structural information from the Fourier transform were

only p a r t i a l l y  success fu l  [ 4 ]  , so we f e l t  o the r  methods  should be
attempted .

The i n d i v i d u a l  t e x t u r a l  e lements  could be located and ana lyzed
but the simple reg io ns seem to be u n r e l i a b l e  when the t e x t u r a l

elements  are  very  small , wh ich  is the case in the u r b a n  a r e a s .
Another  opt ion is to ana lyze  an edge image to f i n d  the s t r u c t u r e .  The
pa t t e rns  in the o r i g i n a l  image w i l l  cause re la ted  p a t t e r n s  to appear
in the edge image , and those patterns should be more consistent and

easier  to ana lyze  than the o r i g i n a l  imag e da ta .

To s tudy t e x t u r e s  wh ich  a r e  composed of sma l l  basic e l emen t s , a
small window s ize  edge detector  mus t  be used . We a r e  i n t e r e s t e d  in
the edges between a d j a c e n t  t e x t u r a l  e lements  and not so much in edges
between ad j acen t  t e x t u r a l  p a t t e r n s .  The edge ope ra to r  w h i c h  we use
has been used succes s fu l ly  f o r  o ther  type s of a n a l y s i s  [ 8 ] .  The
opera tor  is applied over a 3 x 3 window and g e n e r a t e s  an edge
magnitude and direction (1 of 8 directions). The direction is defined

so tha t  the b r i g h t e r  side is to the r i g h t  when f a c i n g  in the d i r e c t i o n
of the edge. F i g u r e  4 shows the r e s u l t  of app ly ing  th i s  ope ra to r  to
each of the subwindows in Fig . 2. The edge data  must  be f u r t h e r
processed before it is in a form useable in texture anal ysis. Since
an edge in the image appears  as a broad peak in the ed ge de tec to r
o u t p u t  ( t he  w id th  in th is  case is two fo r  a p e r f e c t  step edge) , the

edges mus t  be th inned . For the e x p e r i m e n t s  here  a simple n o n — m a x i m a l
suppress ion was applied in 2 d i r e c t i o n s  ( h o r i z o n t a l  and v e r t i c a l )  , but
a more  sophis t ica ted  suppression which  cons ide r s  the d i r e c t i o n s  of the
edge e lements  could also be applied [ 8 ] .
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The suppressed edge images r e t a i n  the r e g u l a r i t y  of the i n i t i a l
image , but  now the r e g u l a r i t y  is in the spacing of edge e lements  not
t e x t u r e  elements .  A Fourier transform appl ied to this binary edge
image would indicate the repetitive nature of the binary image , but is

obscured by the degenerac ies  in t roduced  by the b i n a r y  n a t u r e  of the
i n p u t .  Gene ra l i z ed  g r a y  level co—occur rence  computa t ions  [1] have
been s tudied fo r  t e x t u r e  a n a l y s i s ,  and were  in tended  to ind ica t e  sizes
of t e x t u r a l  e lements  involved in the p a t t e r n .  These can be applied
more eas i ly  to a b i n a r y  image than a genera l  i n t e n s i t y  imag e to
ind ica te  the spacing of edges.

Edge Co-occur rence  Ana lys i s

F Genera l i zed  g r a y  level co—occur rence  m a t r i x  ana lys i s  is a basis
fo r  much  of the s t a t i s t i c a l  t e x t u r e  ana ly s i s .  Bas i ca l l y ,  a set of
m a t r i c e s  are  computed for  a po r t ion  of the image one for each selected
spacing and angle .  The e n t r y  in the m a t r i x  at row I and column J is
incremented  each t ime the f i r s t  imag e point  has the va lue  I and the
point  at the g iven  spacing and d i r e c t i o n  has • the va lue  7. Usua l ly  the
image va lues  are p a r t i t i o n e u  in to  a small  set of va lues  (8 r a the r than
25b ) , so that it is even possible to compute the i n i t i a l  m a t r i x .  Also
the computa t ion  is applied for  many spacing s (1 , 2 ,3 , 8 , e t c . )  and
severa l  d i r e c t i o n s  (0 0 , 45 °, 90 °,e t c . )  as shown in F ig .  6. Because of
the l a rge  number of l a r g e  m a t r i c e s  tha t  a re  genera ted  by t h i s  method
v a r i o u s  measures  are  computed on the m a t r i x  va lues , and the
c l a s s i f i c a t i o n  is pe r fo rmed  using these measures  [ 11.  The common and
u s e f u l  measures  do not seem to c a p t u r e  the impor tan t  f e a t u r e  in the
edge images: the r e g u l a r  spacing of edge elements,  but this  is
ava i l ab l e  in the co—occur r ence  m a t r i x  i t s e l f .

When b i n a r y  edge images are  used for  co—occur rence  ana lys i s , many
s i m p l i c a t i o n s  in the computa t ion  can be made.  We w i l l  use a 1 to
i n d i c a t e  an edge at a g iven  po in t ,  and 11 to i nd i ca t e  edges o c c u r r i n g
at both the f i r s t  po in t  and the second poin t  which  is at some d i s t ance
ana ang le  f r o m  the f i r s t .  The edge/no edge pa i r  is ind ica ted  by 10
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and no edge/edge by ul. Finally 00 means no ed ges at e i t h e r  po in t .
The 10 and 01 combinations mean the same thing in terms of the image

ana thus are combined . The most important numbers are the 11 totals.

The absolute magnitude is not very meaningful since this depend s on

the total number of edges and on the spacing being used (within a

given image there are more opportunities for a co—occurrence edges

w i t h  a small  spacing than a large spacing ) in addition to the actual
frequency of occurrence of li’s. One good way to n o r m a l i z e  the
numbers seems to be to use the total of 10, 01, and 11. This gives

the pr oportion of potential edges for co—occurrence that actually

co—occur . We computea these values for 4 directions and spacing s from

2 t o 2 (at  45 ° ana 135 ° a spacing of 2 is plotted at a distance of

2 V 2 ) .  Some of these r e s u l t s  a re  g iven  in F ig .  7.

There are several ways to compare edges at two points , with

different features indicated by the different comparison methods.

Using all edges for every direction presents severe problems in the

analys is  of the output since long l ines r u n n i n g  in the same d i r e c t i o n
as the co—occur rence  computa t ion  wi l l  be included along wi th  l i nes
running perpendicular to the direction. (Tamura et al. [61 used this

feature to determine linear patterns in their texture experiments.)

But , the edge element directions are availalbe and can be used to

separate these two different patterns. The first step is to consider

only those edge elements perpendicular to the direction of search ,

that is in the computation of co—occurrences in a horizontal direction

only vertical edges are considered . There a re  an almost un l imi t ed
number of v a r i a t i o n s  on th i s  basic r e s t r i c t i o n  which  can e i the r  be
derived from other variations or computed in a manner similar to the

simple cases. The variations include: allow some freedom in the edge

direction (45 ° either way ) , accept only perfect matches (up and up,

down and down) , accept only opposites (up and down , not up and up)
and al low some f reedom in the d i r e c t i o n  of the las t  two . The diferent
combinations will all produce results with different information , so

that several different ones can be computed .
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Discuss ion

None of this analysis would be wor thwhile if it did not make the

job of d e s c r i b i n g  r e g u l a r  t e x t u r e s  any e a s i e r .  The hi g h l y  reg u la r
p a t t e r n s  of the San Franc i sco  u r b a n  area  ( t h e  top row of F igs .  2— 5 and
F i g .  7a , 7b)  and r a f f i a  ( t he  bottom row and F ig .  7c , 7d) produce
s t rong per iod ic  pa t t e rn s  in the plot of the c o — o c c u r r e n c e  m e a s u r e .  A
h i g h  va lue  in the graphed measu re  ind ica tes  tha t  edges f r e q u e n t l y
occur at  tha t  p a r t i c u l a r  spacing . This  spacing i n f o r m a t i o n  can be
used to determine the size and spacing of the t e x t u r a l  e l emen t s ,  and
the overa l l  s t reng th of the peak can be used to d e t e r m i n e  how r e g u l a r
the p a t t e r n  is.

The spacing of p a i r s  of t e x t u r a l  e lements  is g i v e n  by the peak to
peak spacing using the measure  which  matches  edges only in the exac t
same d i r e c t i o n  (as in Fig . 7a ,c )  . The size of ind ividual elements is

best g i v e n  by the measure  which  a l lows only  edges in the opposite
d i r e c t ion (as  in Fig . 7b ,d )  . The solid line in the graph indicates
the s ize of d a r k  objects  and the dotted l ine  the s ize b r i g h t  ob jec t s .
The size is f r o m  the f i r s t  m a j o r  peak , the succeed ing peaks are  caused
by the repeated pattern. By comparing the results from the 4
airections , the orientation of the texture can be predicted . Since
p a t t e r n s  u sua l l y  do not l ine  up w i t h  one of the 4 d i r e c t i o n s  the re
w i l l  be some c o n t r i b u t i o n  to 2 of the d i r e c t i o n s .  When these
d i r e c t i o n s  are  45 ° apar t  the dominan t  d i r e c t i o n  is probably  between
them (as in San Franc i sco , F ig .  7a ,b) . But when they are 90 ° apar t
there shoula be a regular pattern in two directions (as in Raffia ,

Fig . 7c ,a). Thus , from the data we can say tha t  the San Francisco

subwiridow has a regular pattern of bright and dark reg ions oriented in

one direction , near 45°, with the bright regions being larger (width

about lu pixels) than the dark ones (width about 4) . Note that the

size of the blocks in the other direction is near the size limit of

the co—occur r ence  computa t ion  and also tha t  v e r y  few of the edges at
the enas of the blocks are detected .
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The irregular textural patterns (e.g.the suburban areas of the

second row of Fig. 4, and the grass and sand of the third row , first

and second windows) do not produce the same clearly periodic patterns

of raffia as shown by Fig. 8a ,b (for grass and suburban ,

respectively) . But it is possible to derive ce r ta i n useful features

from these results , primarily that of the size of the textural

eLements. The strong peak near 3 for grass and 4 or 6 for suburban
indicates a dominant size for textural elements (in the case of

suburban probably 2 different sizes) . The graphs indicate that the

grass has thin dark and bright textural elements , predominately

vertical and to a lesser extent , horizontal. The suburban area has

only bright regions somewhat larger. These descriptions still leave

open the question of whether the texturall elements are long and thin

or small and round . The lack of a substantial peak in the 45° or 135°

direction for grass indicates that it is probably long and thin and

the small , thoug h readily apparent peak in the graphs for the suburban

windows indicates that the regions are probably small and round or

more likely,rectangular).

Aaditional results are shown in Fig. 9—16. The first set are

close up views of uniform texture patterns from [10] , and the second

set are aerial views of a variety of terrain. The results on these

additional texture windows show that the procedure is robust enough to

extract useful descriptors from a variety of textural patterns. There

are some unexpected similarities in the case of a water and wood

pattern (second and third rows in Figs. 9—11 and l2a ,b) . The edge

images are very similar and there are only minor differences in the

results of our processing . Structurally, the major differences

between the two appears to be that the wood has its edge points in

longer straight lines , a feature which may be derived through other

pr ocessing . The herring bone (bottom row) cloth pattern is dominated
by the regular pattern of the cloth and not the herring bone structure

(Fig. l2c) . The farmland (top row Fig. 13—15) does not have a

repeated structure (at this resolution) , so that the only results are

the dominant sizes for the fields (i.e. the textural elements) as
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shown in Fig . lôa. The mountains do not have a dominanc size for the

textural elements , except for some of the narrow dark (shadow) areas

(Fig . 16b) . The bottom row has so few edges that it can be simply

described as a uniform region.

This is not a complete description of the textures , but serves as

a good initial description of the patterns. There are still other

important features of the textures which are not derived by this

method , but could be computed by other techniques.

Conclus ions

General texture analysis is a very difficult problem , but this

analysis of edge images appears to be an effective method to extract

• many important structural features from the textural patterns. One

major unanswered question is whether or not all of the information

derived by the human user can be reliably derived by a program . We

are still working on the automatic extraction of this information from

the data which is produced by this textural analysis method .

Refer ences

1. R.M. Haralick , K. Shanmugam , and I. Dinstein , “Textural Features

for Image Classification ,” IEEE Trans SMC—3, 1973 , pp. 660—621.

2. 3. Weszka , A. Rosenfeld , “A Comparative Study of Texture Measures

for Terrain Classification ,” IEEE Trans SMC—6, April , 1976.

3. A. Rosenfeld and Kak , Digital Picture Processing, Academic Press:

New York , 19,6.

4. R. Bajcsy , “Compu ter Iden ti fica t ion of Visua l Su r f a c e s ,” Computer
Graphics and Image Processing—2 , Oct. 1973 , pp. 118—130.

5. J.T. Maleson , “Understanding Texture in Natural Images ,”

—5 1—



- -  • ~~~~ • ~~~~~
-—
~~~~~~~~~~~

University of Rochester , Ph.D. Thesis , to appear.

6. H. Tamura , S. Mon 1 T. Yamawaki , “Textural Features Corresponding

to Visual Perception ,” IEEE Trans SMC—8 , June , 1978 , pp. 460—473.

I. D. Marr , “Early Processing of Visual Information ,” AI—M—340 ,

Artificial Intelligence Laboratory, MIT , Cambridge , MA. 1975.

b. R. Nevatia , and K. R. Babu , “Linear Feature Extraction and

Description ,” submitted for publication to IJCAI—79 .

9.  R. Nevatia , and K. Price , “Locating Structures in Aerial Images ,”

Proc. of 4th Intl. Joint Conf. on Pattern Recognition , Kyoto ,
Japan , Nov . 1978, pp. 686—90.

10. P. Brodatz , Textures , New York , Dover , 1966.

2.4 Supervised Classification with Singular Value Decomposition

Texture Measurement

Behnam Ashjari and William K. Pratt

In a previous report [1] on this subject , four facts about

singular values were established:

i) The singular values of a matrix are measures or descriptors of
inter—relationships of the matrix elements.

ii) The singular values can be considered measures of the pattern
variation of image texture.

iii.) The SVD is not useful as a measure or feature of structure.
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iv) The singular value distribution tends toward uniformity for a

less correlated image and toward skewness for higher correlation among

pictorial da ta.

The above mentioned facts were supported by theoretical and

experimental results. The experiments performed were on artificiall y
generated , two dimensional , zero mean , unit variance , separable , first

order Markov , Gaussian random fields. It was also shown that simil ar

looking textural imar~es possess relatively identical singular value

curves.

In the present stud y, experiments on artificial texture are

continued and also new experiments on natural texture are performed in

order to pave the way for the application of the SVD as a means for an

efficient texture measurement.

Experiments on Artificial Texture

Artificially generated , separable random fields , F, have been

used for three sets of experiments , let

F = UA~V
T

For each value of the spatial correlation p , there is a

corresponding generated matrix F , and for each F , there are

c o r r e spon d ing U , V , and uv T. By transforming the ti’ s, V’s, and their

outer products uv Tu s to pictu r e s , it is possible to visually detect

any trend among each group.

The expe r iments are performed with considering different values

for p i.e.,; (s.U , (i.5, 0.55 , 0.6 , .. . , 1.0. The results show that
most of the information is concentrated in the singular values rather

than in the U and v or uvT matrices.
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Experiments on Natural Texture

In these set of experiments , four types of similar appearing

• natural textures are chosen from the Brodatz Texture Album [2] , Grass ,
Raffia , Sand , and Wool. Fig. 1 shows the four texture fields. The

original data is stored in a 512 x 512 array of pixels. By performing
a “ne ighborhood averaging ” operation on the 512 x 512 data , it is

possible to obtain 256 x 256 and 128 x 128 version of the data . At

this stage , the goal is to determine the best window size versus

resolution. The windows are 16 x 16 or 32 x 32 non—overlapping

squares taken from the 128 x 128 , 256 x 256 , or 512 x 512 images.

Wi th the help of the within class and between class plots of the

singular value distributions , it is determined that the best window

s ize  is 32 x 32 and for the purpose of this stud y, the best resolution

is in the 512 x 512 array . There are 256 non—overlapping blocks of

32 x 32 windows in a 512 x 512 picture. Throug h a random integer

generating mechanism , 64 of the 256 possible windows are randoml y

chosen. Figure 2 contains sixteen 32 x 32 sample windows for Raffia

and Wool. Each of these 32 x 32 squares has 32 singular values which ,

when arranged in descend ing order , can be considered as elements of a
32—dimensional vector. Therefore , the prototypes consist of 64

32—dimensional vectors for each of the 4 texture images.

Histogram Modification

To avoici any sort of bias in our 4 texture images , they must have

the same mean and variance. This is achieved by subtracting the mean

value of each 512 x 512 picture from each of its elements and then

dividing the result by the standard deviation of the picture. Throug h

this operation, the texture images become zero—mean and unit—variance.

In order to eliminate any miscalculation due to the brightness levels

of the pixels or biases due to the background li ghting at the time of
photography , a histogram Gaussianization is performed on all 4 texture

images. After performing Histogram Gaussianization on the textures , a
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complete homogeneity on the data is reached and any result from the

• computation is solely due to the structural inter—relationshi p of the

texture elements rather than unwanted biases.

Experimental Mean of Singular Value Vectors

As was previously mentioned , tLere are 64 32 x 32 sample windows

from the zero—mean , unit—vari ance, Gaussian histogram version of each

image. This , in turn , provides us with 64 32—dimensional S.V.

prototype vectors. For each texture , therefore , there is a sample or

expe r imental mean vector. Figure 3 shows the relative locations of

the experimental—mean—singular value vector of the 4 texture fields.

Feature Extraction

Dividing each of the 64 32—dimensional S.V. prototype vector by

the sum of its elements , will not change the relative size of each
elements with the other; however , the result will be 64 32—dimensional

first order S.V. histogram vector for each texture. A first order

histogram vector has the property that the sum of its elements is one ,

and it can be concisely represented by its first 4 moments [3, P.472].

For a SV histogram vector S whose ith element is S(i) , the first four

moments , as explained thoroughly in [4] , are as follows :

Average (First moment)

M1= ~~~iS(i)

Deviation (square root of variance )

= 

~ 

32 
(i_M

l)
2
S(i)]

½

Skewness (third moment )

— 5 7 —
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The factor 3 in the kurtosis makes the kurtosis of a Gaussian

histogram zero I~4 1.

M 1, M 2, M
3 
and M 4 features representing a SV histogrm vector can

be utilized to give 64 4—dimensional feature vectors for each texture.

From each set of these feature vectors , an experimental feature mean
vector and an experimental feature covariance matrix can be compu ted

for each texture field.

Evaluation of SVD Texture Measurement

In texture analysis , a set of measurements on texture is tested

according to a ‘goodness ’ criteria [5]. There are two quantitative

methods for evaluation of statistical texture measures: the first is a

classification method which involves measurement of classification

error in classifying texture fields , and t~’~ ’ :econd is the figure of

merit method , which usually involves a distance function to provide a

measure of separation between two texture classes [4). The metric

used for distance is usually related to classification accuracy. The

larger the distance , the higher the classification accuracy.

ClassifiThe cation method of evaluation will be used in future

experiments to verify our figure of merit evaluation. The figure of

merit technique is used in our expe r iments and will be described in

the following section.

Bhattacharyya (B—) Distance
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Us ing a Bayes c l a s s i f i e r , B—distance is mono tonically related to

the Chernoff bound . The Chernoff bound is an upper bound on the

probability of classification error [6]- .

For two classes with gaussian densities and equal likelihood , the

B—distnace is

B(class11class2) = _,
~~ ) T[

_l 
2 ]  

~~~~~~~~~~~~~~~~~~~

where , m~ and C~. represent feature mean vector and feature covariance

matrix of Jth class.

Table 1 contains the B—distances between 6 possible pair of the 4

cexture images; Grass , Raffia , Sand and Wool. As can be seen in the

table, Grass and Sand have the minimum distance. Hence , for this

p a i r , the highest probability of classification error exists , and the

Cnernoff bound to this probability is about 10%.

It is possible to find a combinations out of M 1, M 2, M 3 and M 4
features which g ives maximum B—distance. When such a com bination is

found , the features in the combination are the best ones to be

utilized , in our expe r iments , for classification.
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2.5 Use of Linear Features for Road Detection

K. Ramesh Babu and Ramakant Nevatia

Previously, we have described an edge detection and line finding

technique that gives piecewise linear boundary segments [1]. Use of

these linear features for extraction of roads and similar structures

(e.g. airport runways and rivers) is described here. The described

techniques are intended to be general and may be viewed as describing

2—D generalized cones [2] . This is in contrast to special techniques

for road detection , such as in [3,4]. No attempt to compare the two

approaches has been made here.

Basically, a 2—D generalized cone may be viewed as being bounded

by locally linear and locally parallel boundaries of opposite

orientations. We call such pairs of line segments as “anti—parallels ”

or “apars ” . The first step in our road detection techniques is to

compute apars of a given maximum width (known from approximate scale

of the image) . The apa r detection technique has been described

— 62—

- —- _ __ ~~~_ -~~~~~~~  -• - ——- — -— —- _ —~~~-~~~~~—— ~~~•---- — ~~~ •—s—_— -~~~~~~~



——-_• ;•—,——--—----- 

F 
--
_

~
—

~~~~~~~~~~~
—

~~

prev iously [1]. A line segment may form more than one spar with
dificrent pairing segments.

The above process generally leads to broken fragments of a road

• (and other structures) , as many boundary segments are absent due to
inaäequacies of edge- detection , sharp bends , road intersections and

other causes. An example of detected segments and apars from
fig . 1(a) is shown in fig . 1(b) and 1(c) respectively. Fortunately,

some of the apars can be connected to form larger fragments , utilizing
the connectivity apparent in the detected segments.

The connectivity criterion for connecting apars is that one of

the segments of the apars be part of the same chain of connected
segments , called the supersegment . In Fig. 3(a) , the “curve ” ABCDE is

a superseyrnent while AB , BC , CD and DE are segments. The apars formed
by these segments are connected and the collection is called

“sap ”—short for super antiparallel. The component apars occur in
or d er , i.e., <1 ,2 ,3> or <3,2,1>. Note that , in Fig. 2(b), all 5 apars

would be connected to form a single sap. The “ color ” (bright or dark)

of the apars in a sap is also recorded . Fig. 1(d) shows the resulting

saps from fig . 1(a) .

The implementation of connecting apars for display purposes is

complicated due to the presence of overlapping apars. The details are

not described here.

Results

Results of processing another image, a 2048x2048 image of the
Stockton , California area , are shown in Figs. 3(a)— (d). Note that

fig . 3(d) shows saps , not all of which correspond to roads. The

processing time to generate ordered saps is about 10% of the time

required for prev ious processing to compute linear segments.
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Figure 1. San Francisco Image
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3. Image Processing Projects

3.1 Two—Dimensional Small Generating Kernel Convolution

William K. Pratt , Jean F. Abramatic and Sang Uk Lee

Introduction

Small Generating Kernel (SGK) convolution is a processing

technique for performing convolution on two—dimensional data arrays by

sequentially convolving the array with small size convolution kernels.

The processed output of the SGK system closely approximates the output

obtained by convolution with a large kernel.

SGK Processing

Conventional discrete two—dimensional convolution is a linear

computation defined by

G(j,k) F(j,k) ~ H(j,k) = ~~ ~~~F(m,n)H(j—m+1,k—n+l) 
(i- )

where G(j,k) is an MxM output array , F(j,k) is an NxN input array, and

H(j,k) is an LxL convolution kernel array called an impulse response

function . The array dimensions are related by M=N+L—l. The number of

multiplications required for conventional computation , in general , is

N 2L2.

In the SGK concept , the computation of eq. (1) is replaced by a

sequent ia l  convo lu t ion  ope ra t ion .  R e f e r r i n g  to F i g u r e  1, let

Aq (~~ k) = Aq_1 (~~ik) s-~~~ Kq (~ ik) (2)

represen t  the convo lu t ion  ou tput  of the q—th  stage of the process

where Kq(~~ k) is the q—th KxK small generating kernel , (typically

3x3). At the zeroth stage , A 0(j,k) F(j,k) . In the basic SGK

—76— 

— ——  — — -• —~~~~~~~~~~~ - -~~~~~~~~~~~~~~~ --~~- — - — -~~~~~~~ —-  —~~~~— ~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~



— - — -..,-- —-- - .- -.--- - --—-—.~r-_ ”~~~ 
— — .w pr — --.— ----

.-%

4
~~~~~~~~~~~~~~~~~~~~~~~~~~~~ LU

H
(I)

I

~

— - • -  - ~~~~~~~~~ - - —  --- -- -  —~~~~~
-
~~~~

-- 
~~~~~~~~~~~~~~~~~~~~~~~~ - - -- -- --



—y-- _ 
—.-

~~~~~~~~~~~ 
- — —.--

~ —~--- - -5—---- - 5 ---

---5

convolution system , the convolution output is

G ( j , k) = AQ (J~ k) = [K 1( j, k)  K2 (j , k) ®. . .®K Q (i~ k)- ]~~F(j,k) (3)

An alternate system , shown in figure 2, produces a convolution output

trom the cumulative sum of the SGK stages. In this top ladder

configuration

Q
G(j,k) = A A (j,k) (4a)

q=0 q q

or equivalently

G ( j , k )  = 

~~ 
Xq [K 1(~~k) ® K~ (j , k) ~~~~. - •®Kq (~~ k)I~~F(ii k) (4b)

Figure 3 contains a dual formulation , called the bottom ladder

configuration in which the convolution and weig h t i n g  s tages  a r e
reversed in order. The cumulative formulations offer more convolution

design freedom through independent specifica tion of the weig h t i n g
constants A

q

The values of the Q small generating kernels K
q
(~~~k)  and in the

case of the cumulative SGK system , the Q weighting constants X
q~ 

are
found by an optimization procedure that seeks to minimize the error

between the conventional output G(j,k) of eq.(l) ari d the  SGK output
g iven by eq.(3) or (4). Techniques have been developed for mean

square error and absolute error (Chebyshev error) minimization.

With SGK convolution , a total of

( 5 )
K-i
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stages of SGK convolution with an KxK kernel produ cing the equivalent

of an LxL kernel conventional convolution. Thus , l5xl5 convolution
requires 7 stages of convolution with a 3x3 SGK. The number of SGK

- - - - 2 2  - - -operations required is QK N - The saving in computation over
conventional convolution is by the ratio

~~~~= 
L~N~ K—i (6)
Q K N  K L-i

For the l5xlS convolution example using a 3x3 SGK , the computational

saving is by a factor of about 3.6:1.

SVD/SGK Processing

If an impulse response operation matrix H is orthogonall y
separable such that is can be expressed in the outer product form

H b T (7)

where a and b are column and row operator vectors , respectively, then

the convolution operation of eq. (1) can be performed by sequential
convolution on the rows and columns of F(j,k) . This reduces the

number of computations to 2NL instead of N2L2 in the two—dimensional
case .

Any impulse response operator can be expressed as a sum of

sepa~ able operators by a singular value decomposition (SVD) by which

R

H ~~ *.a1b~ (8)
i=l 1 1

—8 1— 
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where R/(R<L) is the rank of H , 
~ 

is the i—th eigenvalue of ~~
T(H TH)

and a 1 and are the i-th eigenvectors of ~~T and II TH respectively.

It H is of full rank , the number of operations required to perform the

convolution is of the order of 2NL 2. In many practical cases , the

rank R ot H is much less than L, and the number of operations can be

reduced according ly. Also , it is possible to truncate the expansion

of eq.(8) if the are small.

It is possible to perform a two—dimensional SGK expansion on each

submatrix H - =a .b ,T of eq.(8). Another approach , shown in figure 4, is

to sequentially expand each one—dimensional operator a~ and b1 by the

SGK method into a sequence of Kxl kernels. The latter approach is

particularly attractive for two reasons. First , large kernel size

two—dimensional convolution can be performed by sequential

one—dimensional convolution with small operators , say 3x1 , resulting

in considerable saving s in processing complexity . Second , there is no
approximation error associated with the one—dimensional SGK expansion ,

and therefore , the convolution operation is theoreticall y perfect.

Experimental Results

Several expe r iments have been performed to evaluate the SGK

desig n procedure. Figure 5 contains an example of image deblurring by

conventional and SGK processing . The original image before blurring

is shown in figure 5a and after blurring in figure 5b. Figure 5c

shows the result of convolution with a 15x15 prototype deblurring

operation. The result of deblurring with seven stage 3x3 SGK

processing is presented in figure Sd. There are no observable

difference between the conventional and SGK processing methods.
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(c) debiurring with l5x 15 (d) deblurring with seven
prototype operator stage 3x 3 SGK

Figure 5. Examples of image deblurrina with
conventional and SGK convolution
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Conclus ions

The SGK and SDV/SGK convolution methods are attractive techniques

for simplifying the computational requirements of two—dimensional

convolution. Studies are now underway to assess the effects of

computational errors of the processing procedures.

• 3.2 Wiener Image Restoration Condition Number

Sang Uk Lee and William K. Pratt

In a previous paper [1] , Pratt has introduced an easily computed

tormulation of the condition number of a finite length convolution

operator. operator. This formulation is extended here to the Wiener

tilter operator.

Problem Statement

Assume a linear , signal-independent noise model of image

formation and recording . Also for simplicity, initial consideration

will be given to the one-dimensional overdetermined model

g f + n  (1)

where  ~ and n a re  mxl vec to r s  of the  observed image w i th  M=N -4 -L —l , L is
the length of the impulse response length , f is a Nxl vector of the

ideal image and H is an MxN blur matrix associated with the impulse

response h(n) , fo r  n 0,l,... ,L—l .

The Wiener filter deconvolution operator for this model is [2]

w = (HTK~~H + K l ) 1HTK 1 
( 2 )

whe r e  K 0 and K f a r e  cova r i ance  m a t r i c e s  of the noise and ideal  image ,
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respectivel y. In numerical analysis , the accuracy of the

deconvolution estimate can be bounded in terms of the noise

pertubation n. It has been shown [3] that

-; II A:! U I 1~ _ I I
_ _ _  = 

~ I I I l ~ l I — 

(3)
I! 1t911

ana the condition number of Wiener filter operator is

C ( W )  = IIHiII I~ II (4 )

where Hi denotes matrix Euclidean norm defined as

Ii ~ i i  = ~~ [h(i ,j 2]½ (5)
1 1  j i

Computa tion of W is not simple because of the matrix inversion

operation in eq. (2)

Pratt [1] shown that a close approximation can be obtained by

replacing the generalied inverse norm by the less restrictive

conoitional inverse norm . So our problem leads to the computation of

Ik% #~.

Formulation

A finite—length operator D can be extracted from the circular

superposition operator C by use of a selection matrix according to the
relation

D = 
~~~ C [51M

J
T 

( 6 )

where the selection matrix [sl~ ] is detined as
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[
~~l~~

] 
~~~N •  

oJ }x (7)

K

It is easily verified that the conditional inverse of matrix D is

= 151
N

1 ~ -1 
[~~~

M
J
T (8)

bu t the generalized inverse D does not satisf y such a rela tion. That

is ,

- N -l M T
~ 

7~ E~~~
] 

— (9)

The conditional inv erse norm D can be computed in terms of C

which can be computed easily by Fourier methods since C is also a

circulant matrix. Pratt shown that the conditional inverse norm 
-

is

u~~U2 
= 

N [Ih(u) 1
2 (10)

where h ( u )  is the  F o u r i e r  t r a n s f o r m a t i o n  of h ( n )  , n=0 ,l ,. .. ,L—l.

The next step is to use an adjoint Wiener model , w h i c h  was
proposed in the development of a fast Wiener restoration algorithm

[ 4 J .  The r e s u l t i n g  a dj o i n t  W i e n e r  model e s t i m a t e  is

f = [Sj~~] ~~ 
[51

M]T g (11)

and

= [C TK~~ c + K ’] 1 cT K ’ ( 12)

— 8 7 —



r
where K and K are ex tended covariance matrix of noise and idealnx ~~fximage, respectively. The adjoint Wiener model operator is

= [S N ] [CTK
_l
c + K l] 1cTK 1[S1MJ

T (13)

Assuming a white noise process with noise eriergya 2, a Markov process
with image energy c

f
2? and also using a fact that matrix is a

circulant matrix , leads immed iately to

= E I v ~~
(
~~
,p) 1

2] = 

M~ [1 Ih(u) ‘~~~~~ARA (u) 
12] 

(14)

where h(u) is a Four i er trans form of impu lse response , R is the signa l
to noise ratio af /c , and

A ( u) = 
(l-p2) [1- (-1)~~~

1p~~~
1) (15)

1—2pcosO + p

with the approximate condition number for the adjoint Wiener model

operator then becomes

C(W) = II H 1I lI~!~II (16)

where the norm of the condition operator is given by eq. (5) and the

norm of the condition inverse of the operator by eq. (14).
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Figure 1. Comparison of approximated and exact condition
number for Wiener filter.
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Evaluation and Summary

Equation (16) has been eva luated and compared wi th an exac t
condition number of the Wiener filter deconvolution operator given by

eq.(2) using the singular value decomposition formula of a previous

repor t [1]. A typical result for Gaussian blur (c1
2
=1 0) M=64, N=50 ,

and L=15 is presented in Figure 1. Two correlation coefficients ,

p U.9, 0.1, are chosen in this exper iment. As the ratio of image

ener gy to noise ener gy ~~~~~~ approac hes i n f i n i ty,  the Wiener
operator norm of eq. (14) becomes equivalent to the conditional inverse

norm of eq.(l0) as shown in Figure 1.
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3.3 Estimation of Blurred Image Signals with Poisson Noise
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Introduction

Ihis  repor t d iscusses mor e general , r e a l i stic , and interesting

cases of res tora tion wh ich include degra dations du e to b l u r r i n g and
Poisson noise. In many practical problems of interest , the detected

image data arises from a blurred image of the object. Examples

include linear motion deg radation in which the object suffers

significant motion during the detection interval T, Gaussian blurring

degradations in which the detected image is seriously degraded by the

spatial and temporal fluctuations of refractive index of the

atmosphere, and aberra tions , which ar ises in focusing error or in
inherent properties of spherical lenses. These blurring effects can

be lumped together as a blurring matrix H. The block diag ram of this

system is shown in Fig . 1.

The formu lation of MAP estimation equation and its solution is

derived in section 2. The implementation of the MAP filter with one-

an~i two—dimensional blurring and their experimental results will be

illustrated and discussed in section 3 and section 4, respectively.

MAP Estimation Equations with Blurring Matrix H

As derived prev iously [17], the estimation equation for the MAP

es t imate is

AHT(a_i)_R f
l(
~~~

) = 0 (1)

wher e 

— 
T 

= 

d
~ = _______  (2)a — [q1,q2,.. ~~~~~~~~ ~~ b~ ~ H fii j

and
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H11 H12 
—

H21 H22 
- H2N T

H~ 
and 1 = [1,1,... ,l] (3)

HN1 
HN2

Here the H matrix is not necessarily a square ma trix , but depend s on

the model of blurring degradation . For simpl icity, we assume here
that the H matrix is square matrix.

Equation (1) is the most impor tant key equation of MAP es t imation
with a blurring matrix. The first term is the ML solution and the

second term is an a priori solution. Thus, the MAP filter tries to

balance the inverse solution with some smoothness contraint. However ,

Eq. (2) is a nonlinear MAP estimate equation . The nonlinearity is

buried in the ~ function.

Due to the larger d imensionality and nonlinearity of the MAP

estimate equation it uses a sectioning method with a Newton—Raphson

technique to obtain a suboptimal solution [10,12,21]. There are two

sec tioning methods , one is the overlap—add sectioning method , the

other is the overlap—save sectioning method . Sectioning method s

gene ra l ly  g iv e r ise  to boun dary  edge e f f ec ts, hence , it is necessary
to investigate which method will be applicable to this MAP estimate

equation . From equation (1), we have

~~~~ -~~~~~~~-~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ---- -. -- I 
—‘
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AHT(g + 1) - Rf
1(f - ¶ )  = 0 (4)

wh ere

d .
1

q~ = -
~~~ 

( 5 )
~ H.  f
k ik k

In the overlap— add method of sectioning filtering the mth and (m+l)th

section are added together in the region of overlap to create the
final correct output. This method will be suitable only for the

linear function case. However , the convolution with H is imbedded
inside of the ~ function of equation (4) . Since ~ is a no nl inear
func tion of (Hf) , then

a(Hf(m)+Hf (m+1~~ q (Hf
(m))÷q(Hf (m+1) ) (6)

If f(m) belong s to the overlapped portion of a section m , and
belongs to the overlapped portion of an adjacent section m+l , then
obviously overlap—add section method is not valid in the presence of
the nonlinear function in the MAP estimate equation . Fortunately, the

overlap—save method remains valid for the nonlinear case and can be
used in our MAP estimate equation . Since incorrect points in the

overlap region are discarded , rather than being corrected by addition ,
the overlap—save sectioning method with the Newton—Raphson technique
can reduce the boun dar y edge ef f e c ts because it di scar d er roneou s
processed data of the overlapped region.

~~p1ementation of MAP filter w i t h  One Direction Blurring Degradation

and its Experimental Results

The most interesting blurring degradations are linear motion
blurring and atmospheric turbulence blurring . The linear blurring is
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models as a square blurring , while atmospheric turbulence blurring is

modeled as Gaussian blurring for a long exposure time . This section

will implement the MAP filter with one directional linear motion

blurring case. The linear motion blurring is most general and complex

case of the blurring deg radation , because its ampli tude response has
singularities and phase reversal . We also assume that Rf has a first

order Markovian covariance matrix.

Using the overlap—save section method with the iterative

Newton—Raphson technique obtains the solution to the MAP estimate Eq.

(4) . The convergence is very fast; about 2 to 3 iterative steps. The

detailed Newton—Raphson method is described in [18]. The discrete
point spread function of h(x ,y) is 5 pixels width of linear motion

blurring deg radation. The simulation is same techniques as previous

report. The noristationary mean is estimated by a 1—dimensional mov ing

average on 11 pixels of observation data and its variance is estimated

globally by an unbiased estimate of population. The linear system

equations of gradient function of Eq. (4) , which obtains increment

value of iterative roots , is heavily dependent on structure of the

blurring matrix H.

When H matrix is symmetrical matrix , the computing time of Eq.

(4) with Newton—Raphson technique can be lesser since it uses the

symmetrical properties of linear system equation . This simulation is

done with one directional linear motion blurring (5 pixels blurring )

and different N R ) rms • The processing of sectiona l MAP f i l ter is
done by a section size 36 pixels with overlapping 8 pixels. The

restored images of MAP filter are shown in Fig . 2 for different

NR) rms~ The l ayo u t of the resul t pic tures  are as fol lows :

The upper left picture is an original image.

The upper right picture is a Poisson noisy image.

The lower left picture is the restored image with p = 0.
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Fig . 2b. The restored image
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The lower right picture is the restored image with p = 0.9

From Fig. 3, it is clear that the ill—condition of restored

image with p = 0 more severe for the higher (SNR) rms image signal .

The reason why is more correlation between pixels for higher 
~~~~ rmsand the singularity of amplitude response of blurring matrix H which

amplified the Poisson noise .

For a local adaptive MAP filter , the equation is

W. [XHT(q_1)]+(I_W) I—R f
1(f—f)1 0 (7)

where w = ~diag W 1}. W is called weighting matrix. W~ is the weight

of ith Section which can be varied on the first moment and second
moment- of local properties of image. The local adaptive MAP filter

also can be used for the restoration of image degraded by spatiall y
variant point spread function. This has long been a problem for real

worl d of ima ge processing . For ins tan ce , the point spread function of
each photon detector is not identical in the whole array detectors.

Since the image can be divided into section image and treat each

section with space invariant assumption. For simplicity, i t wil l
simulate the global adaptive MAP sectioning filter which set W.

for any i , j .

The simulation is done with p = 0.95 for different weight of

sec tion and for  d i ff e r e n t ( SN R)
rmS 

. The ex per imen tal resul ts are
shown in Fig . 4. The layout of picture is as follows :

The upper left picture is an original image.

The upper r i ght pic ture  is a no isy image.
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Fig . 3a. The restored image of Fig . 3b. The restored image of
global adaptive ~1AP f i l t e r  global adaptive MAP f i l t e r
with weight Wi = 0.3. with weight Wi = 0 . 6 .
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Fig. 3c. The restored image of Fig. 3d. The restored image of
global adaptive MAP f i l t e r  global adaptive MAP f i l t e r
with  wei ght Wi = 0 . 8 .  with weight  Wi = 0.9.
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The lower left picture is the  res tored  image of M~ P Fi l ter
with W~ = 0 .5 .

The lower right p i c t u r e  is the r e s t o r e d  image of MAP F i l t e r
with different 

~ i value.

The = U.S is equal weight between maximum likelihood (ML) s o l u t i o n
and a priori s o l u t i o n .

From the expe r imental results , it is illustrated that the more
weight on the ML term , the higher frequency information •

~~~ Ifl be

extracted . Also , the overweight on the ML solution results in
ill—conditioning of some solutions of the MAP estimate . Since the

over weight on the ML solution , the MAP estimate will be asymptoticall y
approached to ML estimate. The ML estimate indeed , is the inverse

filter of the image restoration with blurring degradation case . Since

the amplitud e response of PSF of a linear motion blurring has the

singularities and also it seriously distorted by the Poisson noisy

degradation. Therefore , the global adaptive filter has an optimal

weight filter. Consequently, the local adaptive filter has an optimal
weight filter in the blurring degradation cases , too.

Implementation of the MAP Filter with 2—.Dimens iona l Bl u r r ing
Degradation and its Experimental Results

This section will discuss the implementation and expe r imental

results of the MAP filter with 2—dimensional blurring degradation

which often encounters in many practical interested cases. The

overlap—save sectioning MAP filter will be implemented with separable

assumption and nonseparable assumption , respectively. The blurring

degradation is simulated by 3 x 3 pixels blurring . The non—stationary

mean is estimated by 2—dimensional moving average with window size

7 x 7 pixels over the detected image intensity. The separable of H
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Fig.  4a. The restored image of Fig. 4b. The restored image of
the MAP filter with (SNR) rm~ 

= the MAP filter with (SNR)rms
vT~ for  separable 2-D MAP fi l t e r .  /~~ for separable 2-D MAP filter.
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Fig . 5a. The restored image of Fig . 5b. The restored image of
the MAP f i l t e r  wi th  ( SNR ) rms VT~ the MAP filter with (SNR)rms /

~
b

for  nonseparable 2-0 MAP f I l t e r,  for  nonseparable 2—D MAP f il t e r .
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matrix means space—invariant separable. When this is the case , the

MAP estimate Eq. (4) can be implemented as a column processor first
and then implemented as a row processor. The solution to this MAP

estimate is employed the same sectioning method with Newton—Raphson

technique as before. Of course, the processing time of 2—dimensional

MAP filters is twice as much as that of 1—dimensional case. The
experimental results are shown in Fig. 5 for different (~ i~~) andrms
P = 0.95. The layout of resulting picture is as follows :

The uppe r left picture is an original image.

The uppe r right picture is a blurred and noisy image.

The lower left picture is the restored image of 1—dimensional

MAP filter.

The lower right picture is the restored image of 2—dimensional

separable MAP filter.

Figure 4 illustrates that the restored image of 2—dimensional

separable filter is overly smoothing the Poisson noise deg radation.

The restored images are some improvement over blurred and noisy image.

Althoug h the separable assumption is probably good first—order

approximation of well—correct linear system , the image field itself is

not separable at all. Therefore , it is necessary to try 2—dimensional

nonseparable MAP sectioning filter

When the PSF is a nonseparable space—invariant function and

assuming R
f 

is the identity matrix. Using 2—dimensional nonseparable

sampled infinite area superposotion operator H models 2—dimensienal

blurring deg radation . H matrix is M 2 x N2 matrix. Where M and N are

the observed data size , the processed data size of sectioning MAP

filter , respectively. Thus, it needs solve N 2 or der li near system
equation of Eq. (4) in order to find the incremental value of the

root in each iterative step. In spite of the small size of the
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sec tion , it needs tremendous amount of computing time for this

sectioning MAP filter.

The simulation is done with a 9 x 9 pixel section size with

overlapping 4 x 4 pixels. Since blurring degradation is 3 x 3 pixels

blurring , the wraparound data is 2 (L—l )x2(L—l) pixels which is 4 x 4
pixels. The nonstationary mean is estimated by Rolling Window Moving

Averag e (RWMA ) method which is a very easy, fast algorithm for the

2—dimensional moving average over any size of rolling window . Because

the cpu time of this sectioning MAP filter takes about 100 minutes for

processing the 256 x 256 size picture , it only processes the last half

size of noisy picture with two different 
~~~rms 

signals for
demonstration. The expe r imental results are shown in Fig. 5. The

layout of pictures is as follows :

The uppe r left picture is an original image.

The upper right picture is a blurred and noisy image.

The lower left picture is a nonstationary mean image.

The lower right picture is a restored image of MAP filter.

From Fig . 5 it is clearly seen that the noticeable better results

over the restored image of Fig. 5. However , the cpu time of the

nonseparable assumption is about 2 order longer than that of separable
assumption . Therefore , it is trade—off between performance and

computing time.

Conclu sion

The MAP filter with blurring degradation ~r Poisson noise model

has been developed . The implementation and solution to the MAP filter

are heavily dependent on the scheme of blurring degradation matrix H -

and covariance matrix of the object image. It has been shown that the
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overlap—save sectioning method with Newton—Raphson technique is a good

fast approach to find the suboptimal solution of MAP estimate. The
1—dimensional blurring and 2—dimensional blurring degradation with

different Poisson noise degradations have been simulated .

From the experimental results , it has been found that the

estimate nonstationary mean carries the most structured background low

frequencies information and also the covariance matrix gives the

highe r frequency information and the stable solution of Newton—Raphson

iterative method specially in the higher (SNR) rms of image signals.

It also has been known that the global adaptive MAP filter has an

optimal weight over the best quality of image criterion , since

overweight on the ML term solution will give rise to the

ill—condition. From Fig. 7, it can be concluded that the quality of

the restored image of MAP filter for nonseparable case is better than

that of MAP filter for the separable case. However , the cpu time of

the nonseparable case is much longer than that of the separable case .

It is hope that the fast algorithm by the same concept of RWMA method

can be developed in the future.

Nevertheless, this report has built the solid framework for image

restoration of blurred images with the Poisson noise model. It has
been learned that the overlap—save sectioning MAP filter with

Newton—Raphson iterative technique can be used for solving larger

dimensionality and nonlinearity MAP estimate equation , and that the

nonstationar y mean and var i ance  cam be accura tel y estima ted f rom the
observation data—photon counts.
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We have developed the MAP estimate for image restoration with a
Poisson noise model in previous reports [15). In this report we try
to inves t iga te the quali ty of this  MAP est ima te. The qua lity of
estimate depends on the performance criterion chosen. There are two

types of per formance  cr i ter ion .  One is tha t cr i ter ion used spec if ies
the estimator structure and the other is the performance itself. The
MAP estimate and MLE estimate belong to the former one . Since the MAP

estimate is the mode of the a posteriori probability density arid the

MLE estimate is the mode of the a priori density probability. The

Bayes estima te belongs to the lat ter one because i t min imizes  the r i s k
of the estimate. Of course , the MMSE (minimize  mean square e r ro r )
estimate is a special case of Bayes estimate when the cost function is
proportional to mean square error of the estimate. However , it is

customary to choose the condi tiona l or uncond i tiona l ex pected squ a r e
e r r o r  of est imate as an un ive r sa l measur e of “quality ” of all
est ima tes. Unfor tuna tely,  the expectation opera tion leading this
measure is , in genera l , ve ry  compl icated owing to the complex ity of
var ious estima te. However , i t is possi ble to der ive  an expression for
a lower boun d on the var iance  in terms of only the statistical
proper ties of the observed signal and estimate bias. This quality

measure of any estimate without having any knowledge of the estimate

itself except that it is unbiased estimate. This lower bound for the

estimate error variance is well known as Cramer—Rao lower bound

(CRLB).

In shor t, there are two qua l i ty measures of the est ima te wh ich
are the expectation of the estimate and variance of the estimation

error. In general , we try to find an unbiased estimate with small

estimate error variance.

Biased Estimate and Unbiased Estimate -

A cond itional unb iased est ima te is one whose expected value is
equal to the true value of the quantity being estimated . An

unconditional unbiased estimate is one whose expected value is equal
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to the expected value of the quantity being estimated . Here , the
estimate X is taken to be a random variable being a function of the
observations Y. Therefore, if X is a conditional unbiased estimate ,
then

E~X = J X(Y)P (Y(X)dY = X (1)

an d if X is an uncon dit iona l un biased est ima te, then

E~X = J X(Y)P(Y)dY = E(X) = (2)

Biased estima tes, on the other han d , do not possess this desirable
fea ture;  their  expec ted valu es con ta in an additi onal func t ion B(~ ) of
the parameter to be estimated in equation . Accordingly, for biased
estima te we have

E~X = X+B(X) (3)

or

E1
X = ~+B(X) (4)

for the conditional biased estimate arid the unconditional biased
estimate, respectively.

is an Uncon dit ional Unbiased Es tima te Vec tor
MAP

From a prev ious r epor t [15] , we have

i-MAP 
= 
~ 

+ XRfH
T
(9._1) (5)

where 
~~~~ 

is the N 2 x 1 est ima te vec tor
F is the N 2 x 1 nons tat ionary mean vec tor
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Rf is the covariance ma tr i x  of image
H is the N2 x N d iscre te bl u r r i n g ma tr ix

Taking the expectation on both sides of eq.(5) we have

= + E [ARfH
T(q—i)] (6)

Since
d1 Ag~ —g~~= A b ~ (7)

Ag.
E[q~] 

Eb~{Eg~ Ib~~(_5 )} (8)

Where Eg~~Ib~ deno tes cond itional expec tation over for g iven b1.

Eb1 deno tes expec tat ion over b1 hence

E1g1] 
XEb~ [~~~ i = uA = 1 (9)

Tb us

(10)

Substituting (6.10) into (6.6), we get
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E[fMApl = (11)

Therefore, f is an unconditional unbiased estimate vector .
MAP

Cramer-Rao Lower Bound (CRLB)

For notational and mathematical simpl icity , we begin to focus our

attention on the non—random scalar parameter case , for which we will

drive the Cramer—Rao inequality. Then , for  the ran dom vector

parame ters  case, the CRLB can be derived by a straightforward

modification.

CRLB fo r  non ran dom v a r i a bles case

First , we assume X is a vec tor unknown cons tan ts to be est ima ted
from a sequence of measurements y(l), y(2),...,y(k) as shown itt

Fig . 1. where ~ = [y
1

,y
2
,...,y~ 1 T.

Assuming X is an unbiased parameter estimate we have

J Xf (X~X)dX = X (12)

and from Eq. (1) we have

J • . • J T y f  Ix d ~ 
= X (13)

k-fold
integral

where X = T(1).

Using eq. (l2) and finding normalized correlation coeff.

between X = T(y) and ~~ ln f (~jX) and some algebraic manipulatio n , then

we have
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parameter estimate
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A 1
Var (T(y)) = Var X > ra1n (

~~I X ) 1  (14)
Var[ 

~x ]

or equivalentl y

A “ 2 1
Var X = E[ (X—X) ] > 

~[~1n (y1X)]2 1 (15)

IL ~ x j f

Eq.(1S) is called Cramer—Rao inequality for the unbiased estimate.
Note that CRLB is a bound on the mean—square error .

CRLB for Random Variable Vector Case

For the ran dom va r i a ble vec tor case , the information matr ix
now consists of two par ts

~~~~~~~~~~~~~ 
. (16)

where

~ E({vx[ln P(yIX)J}{V
~~
[1n p (y (x)l}T) (17)

Jp E({V x[ln P(~
)]}{7x[1n P(X)]) 

) (18)

—11 1— 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~II Ii1



.
~~~~-.---_,- ~~~~~~~~~

. - - _--, —
~~~~

-—----.
- ~— -.- 

, .

The matrix is the information matr ix which represents information
obtained from the data or from the a priori density P(~~ x) of MAP
estimate . The matrix J~ is the information matrix which represents

information obtained from the a priori information. The correlation
matrix of the error is

~ 
E(X~X

’
~) (19)

Where X = ( X— X )  . The diagonal elements represent the mean—square
errors and the off diagonal elements are the cross correlations. The
mean—square error of the es t ima te  is r e l a t ed  to the information m atrix
as fo l lows

E [X~~~1 3T (2 0)

The diagonal elements in the inverse of the total information matrix

T 
are the lower bounds on the corresponding mean—square errors. This

is the case in which we are interested .

CRLB of MAP Estimate for Poisson Noise Model

The estimate error covariance , in general , is very complicated to

find due to the complexity of the posteriori density. However , for

the MAP estimate it is possible to derive an expression for a lower
bound on the variance since we know the a pr iori density P(~~lX) and

probability density of X P(X) . From Eq. (16) , we have

(21)

where J and J are defined in eq.(l7) and eq.(l8) respectively. We
then have
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J ~~ R~~~~ 
(22)

J A
2 HT

R H
D q (2 3)

w h e r e

Rq = E{ 

~R a ~ 
(q_ ~•)T}

He nce

X 2H
TR
q
H + R

f

1 ( 2 4 )

This  is to ta l  i n f o rm a t i o n  m a t r i x  3T of the MAP e s t i m a t e  for  Poisson

noise model .

—1
Whe n 3T e x i s t s , f r om eq. ( 2 4 )  , we have

E [ ( f1— f ~~)
2 ] > {J ’1} (25)

where ~J ~~~~
- ) - . . is diag onal element of J ~~ a nd f . is an estimate of the

T 11 T A

ith component of the restored image vector 
~~~~~~~ 

Inspection of e q . ( 2 5 )

indicates the error bound depends on four quantities: rate function

constant X , discrete blurring matrix H , covariance matrix R~ , and

covariance matrix of image R
f
. If we assume that

R ~~~ and Rf = then we get
q q —
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-1 
= I x

2nTHc
2I + ~~2)

_l
11

_l 

(26)

= ~(X
2
UHU

2O~ I) + (a2)~~~I1
l

then

= 

X H ~I 2a~c1~ 
(27)

We now rewrite eq. (27) to obtain

E [ ( f 1-f 1) 2 ] = ii~~~~ i t 2~~~~~~ 
+ 

(28)

From eq. ( 2 8 ) ,  we have observed :

(1). When is larger value , then we can approximate eq.(28) as

(b)2

E[(f —f~ )
2] (r

~~
) 2 UHhI 2a 2 (29)

where is mean blurred object intensity of ith pixel arid

(XlD 1)~~ ~~~~~~~~ 
That means that A , H , and play more important
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roles in the error bound of the Poisson noise model than the variance
2

of the object ef.

(2) . The error bound is inversely proportional to the square of

the ensemble mean rate function A5 1. From Fig. 2, we can see that the

Poisson noise degradation decreases rapidl y as Xb~ increases.

Consequently, the ~~~~ r.m.s. is larger than 10 db or equal to 10 db

(i.e. 
~~i2 

100), then

E [ ( f
~

-f
~~

) 2 ] > 1o ” (30)

Thus , the Poisson noise degradation effect disappears in a practical

sense .

The layout of Fig . 2 is as follows:

The uppe r left picture is the Poisson noisy image with Ab
~
=2.5

The upper right picture is the Poisson noisy image with A b
~
=5

The lower left picture is the Poisson noisy image with X b~~ l0
The lower right picture is the Poisson noisy image with Ab 1=20

(3) . The error bound is inversely proportional to the properties

of the point spread function H; the error due to noise is “amplified”

by the point spreaá function. This is the result of ill—conditioning

in the restoration process.

Conclus ion

We can conclude that the MAP estimate for Poisson noise model is

an unbiased estimate and that its estimation error variance lower

bound (CRLB) is defined by eq.(35).

The use of statistical estimation is particularly desirable from

the viewpo in t of e r r o r  ana lys is, since known techni ques can be appl ied
to compute the error bound . We have developed the CRLB for the

Poisson noise model and also shown the behavior of the CRLB
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Fi g. 2 .  Det ected Image with d i f f e r e n t  (X b ~ )
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approximation . From these facts, we are able to find from various

algorithms which error bound is closer to the CRLB . It must be

remembered that the CRLB is a lower bound and the actual restoration

error will be greater. It is possible that a better suboptimal

• ‘algorithm for the sectioned MAP estimate can be found to reduce the

actual restoration error closer to the Cramer—Rao lower bound .
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3.5 An Approach of A P~steriori Image Restoration

Dav id D. Garber and John B. Morton

The Method

The pro bl em of a poste r io r i image res tora tion , that is, the

problem of image restoration without a prior i knowledge of the nature
of the blur , is a difficult problem at best. Neglecting the problem

of restoring images degraded by atmospheric turbulence , research in

this are a has no t been ex tens ive and is fa ir l y  well con ta ined in

references [1—il]
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The approach presented herein makes two assumptions. The first

assumption is that the blurred image and the unblurred image are

related via a convolution integral . That is ,

g(x,y) = ffh(x_c ,y—n)f(e ,1)dcdn+fl(XiY),

where g(x ,y) denotes the blurred image, h (x—~ ,y—~ ) denotes a spatially

in v a r i a n t poin t spread func tion , f(~~,~ ) denotes the unbiurred image ,

and n(x ,y) denotes additive noise. The second assumpt ion is that an

estimate can be made of the unbiurred image of some object in the

blurred image. For example , if the blurred image contains a sign and
some of the letters of the blurred sign are discernible , then one can
estimate the unblurred image of one of these letters.

Let f(i ,j) denote an estimate of the unbiurred image of an
object contained in the blurred image. Note that f1(i ,j) now denotes

a digital image. Let g 1(i,j) denote the subimage of the blurred image

corresponding to f1(i,j).

We will now find a convolutional restoring fil ter which relates

g
1
(j,j) to ~1(i ,j )  in some optimal sense. Once the filter has been

defined and since the blur is assumed to be a spatially i n v a r i a n t

blur , the restoring filter can be applied to the entire blurred image

to estimate the entire unbiurred image.

Mathematically, the problem is to find the restoring coefficients

a(k ,9,) such that
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K L

~ ~ a (k , Q ) g ( i k ,i’ L)
k= -K ~=-L

es t imates  f ( i ,j )  in some opt imal  sense . The opt imal  sense that  we
have considered is m i n i m u m  squared r e l a t i v e  e r r o r . This c r i t e r i o n  is
more high ly co r r e l a ted wi th one ’s v isual perce pt ion than the more
common least squares criterion [12].

Thus , the problem is to minimize over a(k ,l)

K L 2I ~ ~ a(k,~~)g1(ik ,i Z)_f
1
(i~,i)~~

E E k=— K t=-L
j  j L f1(i ,j)

for f1(i ,j) > 0 .

Taking partial derivatives with respect to a(m ,n) and setting the

r esul ts to zero ,

• I E a(k,~~)g1
(i_k , i )~~~1(1,J )l

~~~ 2g
1
(i—m ,J n) I A I = 0

i ~ 
f(i ,j) f

1
( i ,) j

rn=-K ,-K+l,. .. ,K and n=-L ,-L+l,... ,L.

R e a r r a n ging ,
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g (i_m ,j_9~)a(k ,9~)g1(i”k ,i Z) c-’ 
____________

~ E ~~~ f (3. j )  
= 

(i ,j )  
(2)

i j k ~~
g (i_m ,j_n)g 1

(i ’k,j~~~)

Note that equation (2) is a linear algebraic system in the

(2K+l) (2L+l) unknowns a (k,2.) and can be solved in a straightforward

manner. The restoring filter is then applied to the entire blurred

image.

Exper imenta l  Resu l t s

To determine the effectiveness of the above ideas under the most
ideal conditions , two simulations were performed . The simulations

assumed perfect knowledge of the unblurred image of an object in the

blurred images. In each of the two simulations the image of Figure 1

was blurre d within the computer , and a 64x64 pixel subimage centered

about the face of the man itt Figure 1 was assumed known . This

subimage would represent an ideal f1(i ,j) in equation (2). After

solving equation (2) for the coefficients of the restoring

convolutional filters , the restoring filters were applied to , the

entire blurred images to estimate the unblurred images.

The first simulation assumed the point spread function of Figure

2, a triangularly shaped point spread function extending over an area

of 7xi pixels. Displayed in Figure 3a are the results of blurring
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F i g u r e  1 w i t h  the poin t  spread f u n c t i o n  of F i gu r e  2; F i g u r e  3b is the
corresponding restoration using a 15x15 pixel restoring filter.

The second s i m u l a t i o n  assumed the Gauss ian  shaped point  spread
function illustrated in Figure 4. In Figure 5a is the resulting

blurred imag e and in Figure Sb , the associated restored image. Again ,
the restoring filter was of an extent of 15x15 pixels.

Figure ba contains a camera—induced blurred image. This is not a

simulation . In this case , the exact nature of the blur and the exact
nature of the unblurred image is unknown. Extensive experience with

this particular image indicated that the deg radation is considerable ,
and that the blur appears to be a combination of a diagonal motion

blur and defocus. Using a restoring Wiener filter corresponding to
var ious combinations of a diagonal motion blur and/or defocus ,

produced restorations less than satisfactory. In contrast ,
constructing an image of art “S” estimated to be ideal (unblurred ) and

using the imag e of the “S” in equation (2) as f 1(i ,j) , a restoring
filter was calculated via equation (2). Applying the restoring filter

to the image itt Figure 6a , the restoration in Figure 6b resulted .

Co nc 1 us ion

A method of a posteriori image restoration has been presented .
The method makes two assumptions: 1) the blur is a spatially invariant

blur , and 2) the unbiurred image of some object in the blurred image
can be estimated , The simulations demonstrated that , given an ideal

estimate of the unbiurred image of some object in the blurred image ,

trie method provides quite good restorations. For the case of a

camer a—induced blur , the results will be contingent upon the degree to
which the unbiurred image of some object in the blurred image can be

estimated . The results of Figure 6a and 6b illustrated that
satisfactory results can be achieved via this method .
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3.6 Errors in Polar Coordinate Sampling

Yeh—Hua Peter Chuan

Introduction

In many of the new imaging systeiits that are propping up, more and
more of these seem to col lect  t h e i r  data  samples w i th  a polar

coord ina te  f o r m a t .  Most of these systems involve  ob t a in ing
p r o j e c t i o n s  of the objec t  and r e c o n s t r u c t i n g  the image from these
projections. Since only a finite number of samples cart be read from
each projection , the polar coordinate sampling format is built into
the system . As an example , these include radio astronomy , elec tron
microscopy , x—ray tomography, optical imaging , radar imaging , and so

on.

The first attempt to estimate the sampl ing requirements in polar
coordinates appeared in 1967 [31 in which the maximum linear distance

between any two adjacent samples in the Fourier transform domain was
chosen so that its inverse was greater than the maximum diameter of
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the o b j e c t .  Th i s  i n t u i t i v e 1 y ~b t a i n e d  r e s u l t  was v e r y  a c c u r a t e .
Sm i t h  et a l .  [ 4 ]  in 1973 computed  the  F o u r i e r  t r a n s f o r m  of a G a u s s i a n
blob sampled in po la r  c o o r d i n a t e s .  It  was f o u n d  t h a t  bes ides  a n o t he r
Gauss ian  b.1• ob t h a t  was ob ta ined  a f t e r  the F o u r i e r  t r a n s f o r m a t i o n , a
series of “clutter ” terms associated with the blob also appeared .

The objective of this study is to obtain an analytic expression

for the errors or “clutters ” associated with sampling in polar

coordinate format and therefore try to determine exactly the necessary

and s u f f i c i e n t  sampl ing  r a t e  in both a z i m u t h  and r a d i a l  d i m e n s i o n s .
Our approach is as f o l l o w s :  We w i l l  sample a d isc  arid an a n n u l a  r i n g
pupi l  itt polar coordinate sampling and compute its Fourier transform
which will be called “discrete ” point spread function. Since these

functions are isotropic , we will mention the transformation as Fourier

Bessel Transform. We will apply Poisson ’s summation formula to

compute the discret~ point spread function and get &n expression for

the difference between the discrete transform and continuous

transform. This difference is the error associated with the sampling .

A very significant immediate application of this stud y is on the

estimation of the azimuth and radial sampling interval for x—ray

tomographic systems which use trial and error to find an “optimum ”
number of azimuth samples or projections. Since each projection

exposes the patient with an extra dose of radiation , it is extremely

important to know the minimum number of projections that is needed to

get a reconstruction that is free of sampl ing errors.

II. Poisson ’s Summation Formula

N-i  NA NA

~~~ ~m = f(x)dx+ 

~~ 
f ( x ) c o S (~~ -flX )dX + 

~~~o~~N 1
r n O  0 n l O
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where
f = f (mt~)m

A = some a r b i t r a r y  i n c r em e n t  of x

N = total  number of increments over which the integration is

carried out.

This is Poisso~~ s Summation F o r m u l a .  I t  says t ha t  if we approximate

an in t eg ra l  f ( x ) d x  by a lin ea r s um of sa mples , the e r r o r  i n c u r r e d

in the approxi~ ation will be an 
infinite sum of error terms , the ~th

o r d e r  of w h i c h  being

NA
2 1  2 ff

e~ = 

~j f(x)cos(-~ç-nx)dX

A slightly modified version that will be handy is as follows.

N—i (N—l)A

f = f(x)dx

m=-N+1 — (N-1)A

(N-1)A 
(2 )

+ ~~~~~~~~~~~~ ~ f (x )c o s (~~ -flX)dX+ ~~[~_N÷1~~ N-1]
n=l — (N—i) A

These two f o r m u l a e  w i l l  be v e ry  p o w e r f u l  in the following sections.

III. Azimuth S amp], ~~~

Suppose we sample  a u n i t  c i r c l e  w i t h  N samples  as shown in f i g u r e

1. The F o u r i e r  Bessel I f r a n s f o r m  of the u n i t  c i r c l e  is

— 1 2 8 —
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Figure 1. Angula r  sampiing on a uni t  c ircle.
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2 COSO

c~~~ 30
(2lT p)

and by Poisson ’s summa tion formula , the discrete version is

~~~~~e
j2T C05 2

~~ J0
(2 rrP)+~~~e~~( P )  (3)

where

e (p) = ~~J e ~
2
~~~~

5Pcos (nNo)do (4)

hence

e (p) = 2 (_l)t1N JflN (2rrp) (5)

We have assumed that N=2N ‘. en (p) in (5) represents the azimuth

sampling error .

Since N is usuall y large , we need only to look at the properties

of Bessel function of large orders. For large orders N , JflN (z) is

neg ligibly small compared to its first peak for 0 < z<nN. The first

peak is the most dominant one . Over (0,nN) , JflN (z) is monoton ic
increasing . From [51, the first peak of J~~~(z) occurs at

I l  1

p = ~-n + 
(0 .8086N 3) 3+ 0(nN) 3) ( 6)
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Table 1 shows values of P~ computed for various values of n for N=256

• using the linear approximation and the two term approx imation of (6) -
Value s of 

~~~~~~ 
are also computed . This shows that the azimuth

sampling error can become very significant compared to the main lobe

peak of Jo (0)=l if N is not chosen large enough. Also , even without

l i nea r  approx imat ion , P~ is s t i l l  ve ry  closely equal  to riP w i t h
P ~ 41. Figure 2 shows a plot of the exact transform 30(2Trp ) and 1st ,

2nd , 3rd , 4th order azimuth sampling errors.

I.  Radia l  Sampling

Figure 3 shows the disc pupil function discretely sampled in the

radial dimension. It is

G(f) = Af~~~~~(f-kAf) 
(7)

where  Af = fE~
/K
~
l. The exact Fourier Bessel transform of a disc

pupil of radius 
~Bw 

is

j
1 

(21T f Bw P)
B {ci r c ( f/ f BW )} ~BW p 

( 8 )

Substituting (7) into the Fourier Bessel Transform equation , the

discrete point spread function is

1rtif~~~~~~~I k I JO(~~ l
fBWPk)
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Figure 2. The exact Fourier Bessel Transform J0(2rp)and the independent error terms.
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Figure 3. Full disc pupil function , discrete
in radial dimension but continuous
in angular dimension .

—134—

L ±~~~~~~~~~~~~ I



F -

‘

Using Poisson ’s summation formula (2), and c a r r y ing out the

simplification , the discrete point spread function is

li Af  
~~~~J k I J o(~

iL
lfBWpk)

k=-K+1
(9)

J
l
(2lT fBWp)

= 
~BW 

+ ~~~e~~(p) +

where the second and third terms are the errors due to radial

sampling ;

e~~(~ ) = ê~~(P ~ x) * w1(x )  
— 

n (K—1) (10)
X 

~BW

1 1 2 2 1—3/2— P x > p > 0 (11)
2ir

ê (p, x) =

0 p > x ~ 0 (12)

and w 1(x) = 2
~
fBW5thc(2f Bwx).

B. Annula ~~~g Pup il

A similar derivation as in the full disc case will give a point

spread f u n c t i o n
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{fmax

J1 (2 ma
~~L fmin 

l( f . p ]  

~~~~~~~~~~~~~~~~~~~~~~~~~ (13)

where

e (p) = &~~(~~~x) * w2(x)

x = !~~ L~
) 

(14)
BW

is as defined in (ll)and

w2(x) = 2 Bw5 c Bwx 05(2
~~ o~~ (15)

In both cases, w 1(x) and w 2(x) peak at x=0 and ê~~~( P ~~X) blows up
at x=p . Since p is a moving parameter in the convolution of (10) and
(14), e~~(~ ) will peak in the vicinity of p = n(K—l )/fBW. The radial
sampling error becomes significant therefore at approximately

n (K-i)
fBW

Figu r e  4 shows a plo t of the di scre te poin t spread func tions for  the
full disc case and figure 5 shows a plot for the annula ring case .

V. Simultaneous Radial and Angular Sampling
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Figure 4. Discrete Fourier Bessel Transform of a radially
sampled disc pupil of radius 

~Bw=
1’ with K=20and K=40. Over this range of p , the curve for

• K=40 is taken at the exact Fourier Bessel Transform .

—137—

- -— -

~

— -

~

.-— - - -  ~~~~~——~~~~~~~~~~ — -_— ~~~~~~~~~~~~ —~~ — —  ~~—~~ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - _ ~~- _ • _ _ t _ _ _ _~~~~~~ J



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
-

:~ i i u u u i i i i i i  I— , u h f  I I  I I I
• a

• a

a a

a - a

— a

• - a

• a

I —

a

0 - —— •—  -
~~:

U

• U

—0 45 -~~ 
I I I L I  I I~~~I I 1 1 1 1  I I I I I i i i i

0 10 20 25
p =

BW

Figure 5. Fourier Bessel Transform of the annula ring
with K=20. Note that the 1st order clutter
occurs at around p ~ K-l=l9.
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I
Using equation (3) and summ i ng ov~ t cir c les of 1ncN-~ sing radius ,

the discrete po int spread t i r tion can b obtained by reusing

Poi sso n ’ s s u m m a t i o n  t c t m u l a .  In  g~~n~~r a l , t h e  d i s c r e t e  p o i n t  sp r e a d
tunction is found to be composed of S t tr m s .

1. The exact Fourier transform of the continuous pupil.

2. Radi al sampl ing  c l u t t e r  — the samp ling error due to

r a d i a l  s a m p l i n g  a lone .
3. Angular sampling clutter — the  sampl ing  e r r o r  due to

a z i m u t h  s a m p l i n g  a lone .
4. Joint sampling clutter — the  sampl i ng e r r o r  due to

both r a d i a l  and a z i m u t h  sampl ing .
5. Residual sampling error — error terms that do not clutter up

the point spread function.

Table 2 lists a summary of these five terms for both the disc pup il

and the annula ring pupil.

The angular sampling clutter and the radial sampling clutter

behave independentl y of each other and hence N and K can be chosen

independently. But in order not to oversample in either azimuth or

radial dimension , they can be chosen such that the independent

clutters (2 & 3) supe r impose , and this occurs when

N = 2r (K—i ) (16a)

for disc pupil

N = 2~r(K—l) (f 0+ ~~ BW~’~ BW 
(l6b)

for annula ring pupil.

The joint sampling clutter becomes significant always beyond (in

radial distance) either the angular sampl ing clutter or the radial

sampling clutter , therefore this component is relatively unimportant.
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The residual sampl ing error does not clutter the point spread function

but only slightly modifies the exact point spread function. For large
K , this term is negligibly small.

Now suppose E NK(p) is the summation of the angular sampling

clutter , radial sampling clutter , and the joint sampling clutter .
Then given the maximum clutter level c that can be tolerated and the

maximum radial extent a of the object to be reconstructed from the

sampled data , we can choose N and K such that

c ( 17 )

where (2a) can be computed exactly using the analytic expressions

in table 2.

ENK (P) 
= e

1
( p )+A 1 ( p )+c 11(p)

e1(p) = 1st o rde r  r a d i a l  sampling c l u t t e r
A 1(p) = 1st order  a n g u l a r  sampl ing c l u t t e r

c11( Q )  = (1 , 1) o rder  j o i n t  sampling c l u t t e r .

VI.  Conclus ion

We have found exact analytic expressions for the artifacts that

are generated by Fourier Bessel transforming a polar coordinate

sampled disc and annula ring pupil functions. The resulting point
spread functions contained sampl ing errors which we have called

clutters. The clutter terms can in general be put into three

c a t e g o r i e s  v i z .

1. Radial Sampling clutter

2. Angular sampling clutter

3. Joint sampl ing clutter.
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It turned out that the simultaneous or joint sampl ing clutter

does not beco m e s i g n i f i c a n t  b e f o r e  e i t h e r  the r a d i a l  sampl ing  c l u t t e r
or the angular sampling clutter does. A special case arises when

N = 2 (K—i) for disc pupil or N = 2-ir (K—l) (f
0 

+ ½ f Bw)/fBw for annula

ring pupil in which case all three components  become si gn i f ican t

sim u l t a n e o u s l y  and h e n c e f o r t h  t h e i r  sum ( j o i n t  c l u t t e r)  mus t  be
considered . Then N and K can be chosen exactly by using the anal ytic

expressions for the clut ters , g iven the level of clu tter tolerance ,

and m a x i m u m  radial extent of the object.

Finally,  it is expected that a sampling theorem for polar

co o r d i n a t e  sampl ing  can be d e r i v e d  by e x t e n d i n g  the a n a l y s i s  to a
general two dimensional b a n d l i r a i t e d  o b j e c t .  I t  should  also be noted
that if the first and last radial samples were weighted by 0.5 in the

(discrete ) summations with respect to index k , the  r e s i d u a l  sampl ing
error term will disappear.
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3 . 1  Reco n s t r u c t i o n  of R o t a t i n g  T a r g e t s

Yeh—H ua Peter  Chuan

This r e p o r t  is concerned w i t h  the r e c o n s t r u c t i o n  aspect of the
turntable radar imaging system tha t was described by C.C. Chen and

H . C .  Andrews  in [ 1 ] .  It was found  then t h a t  the complex da ta  D ( 0 ,f)

col lected r e p r e s e n t e d  the two d i m e n s i o n a l  F o u r i e r  T r a n s f o r m  Z ( ~~, f)  of
the target  “ r e f l e c tiv i t y  f u n c t ion ” a (x ,y) assuming that

1. o (x,y) did not change with aspect angle 0.

2. no shadowing problem existed.

Our reconstruction algorithms will be based on the above

assumptions and result. Deviations in practical solid targets from

the assumptions will be considered as perturbations which degrade the

image .  The shadowing p rob lem has  been addressed to in [2] . Some
further assumptions are that the t a r g e t  r o t a t i o n  r a t e  and the p o s i t i o n
of the center of rotation are known exactly. Corrections concerning

deviation from these assumptions belong to the realm of motion

compensation. Also , the collected data is narrowband in nature in

that the frequency bandwidth is much much less than the mean

f r e q u e n c y  f
0
, i.e., 

~Bw 
<<f

0

- 

~~~43 -
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Reconstruction algorithms based on the above assumptions have

been proposed but none seem to make use of the full potential of the

system to get the best limiting resolution digitally. The optical

implementation of the hig h resolution reconstruction pr oblem was

achieved by J.L. Walker [7] by recording the data on a film in what

is called the polar format. Here , we are concerned with digital

r~-•construction and the problems associated with it. The basic problem

of reconstructing rotating targets is that of implementing the

discrete version of the inverse transform relationship.

2 -ti f
a (x ,y )  

~~~~~ 

~~~~~ f D ( O ~~~)e J 2 • lT f ( xcos 0+Y Sin&) dfdO ( 1)

mm

Here we have implicitly assumed that 360° of data are available. In

practice , this is not always true and therefore its effect must be

considered . In either case , the amoun t of da ta invo lve d is usu al ly so
horrendously large that it poses a formidable computable and storage

problem .

Also , since in practice the data is discretely sampled in polar

coordinates , some form of interpolation will be needed somewhere in

the reconstruction algorithm; for complex data , this becomes a

difficult problem .

Here we will describe three different methods to implement (1)

Throughout this report we will use spatial frequency as our basic unit

in frequency and shall be denoted by a hat on the letter.

Coher en t Processing

The reconstruction algorithm that makes use of the full doppler

frequency rang e available in the data is called coherent processing .
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Equation (1) can be implemented directly by integrating over f

first. This step is called Range Compression and the resulting

compressed data is given by

1’-’
2~ BW

l~ 

D(O ,f_f 0)e
J2~

t
~df (2)

2 BW

where
F. F. F’ F’ 1 - -..

f = f  — f .  and f — (f + f . ) .
BW max mm 0 2 max mm

By us ing the n a r r o w  assumpt ion on (1) , substituting (2) into (1) after

a change in variable , we can get the following :

~ (x,y) ~~~~~~~~~~~~~~~~~~~~~~~~~ (3)

where
‘
~~~

= xcos0+ySmn8.

Equation (3) represents the azimuth compression step and the idea

of coheren t processing is obv ious from (3) since the ran ge compress ed
data are combined after compensating for the phase of the echo from

the point (x,y) at the corresponding aspect angle e .

The physica l in ter pr eta tion of ran ge compression is well known in
ra dar and signal processing . The physical interpretation of aziltiuth

compression can be obtaine d by no tic ing that the doppler f r e quency
(with respec t to a change in aspec t angle ) of the echo cor respond ing
to the point (x ,y ) is g iven  by
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=

where

= doppler phase = 27r
~ o

2.e.

Hence , the azimuth compression represented in (3) corresponds to a

matched filter whose frequency response is given by 
~~~~

The point spread function of the imag ing system correspo nd ing to

this reconstruction technique is the isotropic function

~ 3 (2-irpf ) J (2 - tt -p f . )
P S F ( p )  = 

~rnax 
1 

p 

max 
- 

~min 
1 

p 

Tfllfl . (4)

The resolution of this system is approximatel y 1/f

Incoherent Processing

In contrast to coherent processing , a reconstruction which does

not make use of the doppler phase of the echo is called incoherent

processing . For this system , it does not matter how the range

compressed data was obtained . The azimuth compression step of this

processing technique is achieved by incoherently integrating the

magnitude squared range compressed data as follows :

Gi coherent (Xly) RC (0,~~0
) )
2d0. (5)

In conventional radar systems , the doppler phase is usuall y lost

at the output end . But if the magnitude of each range profile

is recorded for a continuum of aspect angles , equation (5)

can be used to reconstruct the target. Equation (5) therefore allows

us to do radar imaging with conventional radar systems without the
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necessity to make costly modifications.

The point spread function of this imag ing system can be found to

be an isotropic function

~BW 
31~

2
~~ Bw~~ lF’ ‘

~~~~~~
‘ 

~ 2k÷ 1~
2
~~~Bw~~ 6• PSF (p) = —i-- + 

~~BwL_.~~kp k=1

where

2k+l
C

k 
— 

(k4) (k4) (k-

Table 1. Table of coefficients Ck for the Bessel function series

in ( 6 )

k Ck —

1 0.400

2 0.0~ 5

5 0.044

4 0.026

5 0.017

The point spread function of this system is very close to that of disc

pupil function and the summation term in (6) represents deviation of

the system PSF from that of a disc pupil.

The resolution of the incoherent system is essentially determined

by 1’2
~ 5~ 

which is much worse than the resolution 1/f0 theore ti ca l ly
achievable by the coherent processing technique.

Mixed Processing
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Another way to implement (1) is to process the data D(O ,f) batch

• by batch. The image from each batch is called a frame image. These

• 
- 

frame images can be rotated , interpolated , an d supe r imposed to get a
composite image. The batch process can be c ar r i e d  out coheren t ly  and
the superposi t ion can be done i ncohe ren t l y .  Because of t h i s , th i s
processing method is called mixed processing , and was pr oposed by Chen
[1].

Mixed procesing involves the fo l lowing  steps:

• 1. Segment the data azimuthwise into N segments so that equation (1)

becom es

o(~~,n) =EJJfD
(0,f)e

]2 0 0 5 O s °
~~

0
~~ 

(7)

n=o Sn

where 
F’ F’ F’ F’

s~ = { (0 ,f )  ~0c[0 — ~-0~~,O +  ~-0~~] ~~~~min
,
~ max

1 } ,

= = center azimuth angle of the nth segment ,

2-ti/N = azimuth segment width.

2. Using the narrowband approximation on (7), chang e of variable ,

r otat ion of axes , an d Ta ylor ’s ex pansion on the exponen tial ar gumen t
of the kerne l in (7), we wi ll a r r i v e  at the ex pression :

o(~~,ri) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
(8)

wh ere
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= nt h  r o t a t ed  image f r a m e

= •JfD n (f x~ f y )e ]2 x X x d f xdf y ( 9 )

X = ~cos0 +~SinOn n
y =-~ SinB~ + cosO~

f = f— fx 0

= (e—O ~ )f  for Ocnth segment

D~(f , f )  = D(0,f).

E q u a t i o n  (8 )  is an a p p r o x i m a t i o n  to the c o h e r e n t  p rocess ing  t e c h n i q u e .

The batch processing in (9) can be implemented by FFT techniques. The

processing suggested by equation (8) represents batch by batch

c o h e r e n t  processing . Ins tead  of ( 8 )  , incoherent batch by batch

processing can be done.

°MP~~
’
~~ 

=~~~~lI~ (~ ,n)~
2 (10)

The point spread function of each image frame is closely approx imated

by

OWfOfBWSinC (f sw x) Sinc

where x is the down—rang e dimension (along the line—of—sight) and y is

the cross—rang e dimension. The point spread function for the mixed

processing technique is therefore a supe rposition of the point spread

functions of N such image frames. The resulting point spread function

is essentially given by

PSF( o ) = Of ofEWSinc 
~~~~~

where = min (f BW, ~~~
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Computationall y, this is the fastest , but the resolution is
limited to the maximum azimuth segment width ~~~~~ 

~~ 
is chosen small

enoug h so that “ rang e walking ” an d “variable range rate ” aber r a t ions
are negligible. In particular ,

1
F’ 

for neglmgible “range walk”
a f BW

e
~ 

for negligible “variable range-rate”

where a=maximum radial extent of the object (target) . For example
with 

F’

f0 = 200a 1 
‘ 

~BW = lOa 1,

5.73 for both neg ligible rang e walk and variable range—rate

aberrations. The resolution of this system is limited to

approximatel y l/f0O~=~~
a.

Figure 1 shows the point spread functions of the imag ing system

using the three processing techniques.

Digital Reconstruction

Coherent Processing

A discrete version of equation (2) must be used for digital
processing . Let

K—i j~~ nk
= 

~
ED(i,k)e (11)
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1.5. 
~ • i , i , r r i  i r , i i i i i

r
Coherent Processingr -

~ 

(
~~Q =

I- -

l.0~~
L Incoherent Processing 

—

~ Mixed Froce~ sirg 
—

BS circ(f/f 1)
0.5 — 

B~. 
—

0 _______________ —

: :
II  I P - I l  I _I -I- I l l - I I I I  I I I

—6.25f~~~~~~~L 
0

Figure 1. Plots of magnitudes of point spread functio~s~relatedto the three processing techniques. B{circ(f/fBW)} is
plotted as a comparison to the incoherent processing
case. The point spread functions plotted are:

J (2ir f p) J (2ur f . p)
f 1 max 

- 
1 mm Coherent Processingmax p mmn p

f J1
(2lr f8wP) +~~~!~ ~~~~~ C

k

2 k l
~~~~~~~~~~~~~ Incoherent Processingp 4 k=l

fBWSinC(fBW P) (Approximately) Mixed Processing
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whe r e O ,1,2,...,N 1 , k,n 0,1,2,. ..x—i

- - / i  fl
g~~~(1~ n) = 

~~~~~~~~~~~~~~~~ ~~
—

BW

and

D(i ,k) D(~ 21T~ ~min~

To compute a(x ,y) , we use a discrete version of (3) , namel y

o (x,y) ~~DRc
(1,

~~~o
fBw~~~ 

(12)

where /1 \ /1 \ -

= xcos~~~2-tT)+~~ in~~~2ir)

[z ]  = the interger nearest to z .

Expression (12) uses a nearest neighbor interpolation scheme , which is

crude compared to those using sinc function weighting factors over

several discrete samples of g~~ (i~ n) . But it turns out that this

method works quite well. [Note that complex interpolation is not

necessary because the blur function of the rang e compressed data is a

real  sinc f u n c t i o n . ]  Among the radar community, expression (12) is

called doppler phase compensation.

From the section on “Errors in Polar Coordinate Sampling ” in this

issue , we can determine the azimuth sample rate (
~~

-
~ ) and the range

sampling rate (f
B

I’I<_l) . If  the a z i m u t h  samp ling rate is not high

enough one must modif y (12) to a form suc!. that for each point (x ,y)
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being reconstructed , onl y those aspect angles that lie within f,~-. of ~
will be coherently integrated . 0 = arctan (4-y/x); 

~~ 
is the azimuth

coherence interval given by

~~ ~
_
~( 

1 ) (13)
2 A O a f 0

where

A O = az imuth  sampling in terval .
Hence

a(x ,y) 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

(14)

If the rang e sampling rate is not high enough , we can also use (14)

but with
KU = cos

C 
~
2afBW

Incoheren t Proc ess ing

Since !g~~~( O ? Q 0
) 2 r ep re sen t s  a p p r o x i m a t e l y  the real va lued

projection of the target reflectivity function G(x ,y) , we can us e
tomographic schemes to implement equation (5) . Cincoherent (x , y )  is

actually called the layergram and does not replicate (x ,y) very well.

Tomographic schemes that process in the spatial domain (e.g.

convolution—back—projection [3],[4]) or in the Fourier domain ([3],

[5]) can be used but with computational speed as the criterion , the

former scheme may be preferred . For a review on tornographic
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reconstruction , see [6] , [ 81  -

Mixed Processing

Two dimensional FFT techniques can be applied to each azimuth
segment .  Since only  the  m a g n i t u d e  of the  r e s u l t i n g  image f r a m e s  are
used , s tanda rd i n t e r p o l a t i o n  schemes can be used to r o t a t e  the image
frames.

E x p e r i m e n t a l  R e s u l t s

Table 2 shows th e p a r a m e t e r s  of the  da ta  fo r  a model F 1O2 A p l ane .
Two sets of data were used.

Set 1. The F 1O2A model p lane  is s i t t i n g  r i g h t  s ide up on the
suppor t i ng  pillars above the turntable. The data

was col lected ove r 180 ° of a z i m u t h  a n g l e  o n l y .

Set 2. The same plane is sitting verticall y (roll angle=90°)

and data was collected over 360° azimuth angle.

In both sets of da ta , the nomina l  a z i m u t h  sampl ing  i n t e r v a l  was 0 . 2 ° .
Th e m a x i m u m  r a d i a l  e x t e n t  of the  ob jec t  was t a k e n  to be a p p r o x i m a t e l y
10 ft. This corresponds to a coherence angle interval of O~ 47 °.
He n ce , the  da ta is undersampled . For set 2 , the  sampl ing  i n t e r v a l
va r i e s  f r o m  0.1 ° to 0 .3 0. This  c o r r e sponds to a coherence  i n t e r v a l  of
2 9 . 4 0 w h i c h  is even worse . Sampl ing  in r a n g e  was oversampled .

Fig u r e s  2 ( a ) , 3 ( a )  a re  the cohe ren t  r e c o n s t r u c t i o n s  of the  model
plane from da ta sets 1 and 2 respectivel y ,  using the mod ified

r e c o n s t r u c t i o n  a l g o r i t h m  g i v e n  by e q u a t i o n  (14)

For inc o h e r e n t  p roces s ing  a much  lower  sampl ing  r a t e  is needed .
From the sec t ion “ E r r o r s  in Polar  C o o r d i n a t e  Sampl ing ” in t h i s  r e p o r t ,
the sampl ing  i n t e r v a l  n e c e s s a r y  is  -\O ~ 1/a fBw=2.

7°. Figures 2(b)
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(a) Coherent Processing (b) Incoherent Processing
(47° azimuth coherence) - (180 projections)

___________ 
- 

~~~~~~~~~~~~~~~~~~~~ 

- 

__

~~ f -i--
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(c) M ixed Processing (d) A ske tch diagram of
(6.4° azimuth segments). F1O2A.

Figure  2 .  Reconst ruct ions from data set 1 using the three
reconstruction technmques. A sketch of the original
p lane is also shown in (d)
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(a) Coherent Processing (b) Incoherent Processing
(29° azimuth coherence) . (360 projections) -

- 
- 

-

~~~~

.

- ~- ‘~
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(c) Mixed Processinc (d) Actual model F1O2A on
(6.40 az imuth segments~ . a turntable..

Fiuure 3. Reconstructions f rom data set 2 usin~ the three
reconstruction techniques. Data set 2 was collected
with the model F102A placed \- (~rtical1y on a turntable
as sho~.- -n in (d)
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3(b) show the incoherent reconstructions from data sets 1 and 2

res pec t ive ly  w i t h  sampl ing  i n t e r v a l  of 1° and using the tomographic

reconstruction scheme of Shepp and Logan [5J .

Table 2. Parameters for Model F1O2A-Plane Data

Model : 0.29 x actual plane dimensions

Plane dimension: 68 ft. (Nose—Tail) , 38 ft. (Wing—Span)

Model d i m e n s i o n :  20 f t .  ( N o s e — T a i l )  , 11 ft. (Wing—Span)

Ac tual ph ysical data Normalized data

(against a=l0ft.)

f - = 9.130 GHz f - = 185.947 (ahmm ,.mmn 
1

~max 9.997 GHz fmax 203.36 ( a )

f0 9.5637 GHz 
~~O 

194.478 (a

~~Bw 
0.83 GHz fBw= 17.719 (a 1)

Af = 3.4 MHz Af = 6.92 x 10 (a
1)

= 0.2° AU = 0.00349 radians

K = 256 K = 256
N = 1800 N = 1800

Conversion factor

2

f 
C 

>~~~~temporal spatial
—1 —l(sec ) (ft

Figures 2(c) and 3(c) show composite images of the model plane

from data sets 1 and 2 respectivel y, using mixed processing technique .
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Each image frame is obtained by taking the DFT of a 6.4° segment of

the d a t a .  F i g u r e s  2 ( d )  and 3 ( d )  show the ac tua l  model p lane  on the
t u r n t a b l e .

The results show that the coherent processing technique does

improve the resolution of the image to a significant extent as it was

p r e d i c t e d  by the point spread functions. The blunt nose of the model

plane , the  a i r  i n t a k e , the cockpit position , the vertical diameter of
the f u s e l a g e , the  wing  ang le  and the v e r t i c a l  t a i l  l eng th  can a l l  be
distinctly identified . Because coherent integration was carried out

over aspect angles  t h a t  a r e  +29 0 f r o m  a t a r g e t  po in t  ang le  0, a t a r g e t
po in t  w i l l  be r e c o n s t r uc t e d  onl y if i t  ca n be “ seen ” (b y the  r a d a r )
w i t h i n +29~ f rom the  l i n e  of s i g h t .  T h e r e f o r e , the f ron t  slope of the
v e r t i c a l  t a i l  f i n  is not obvious  in f i g u r e  3 ( a ) .

The incohe ren t  p rocess ing  t e c h n i q u e  also shows a s i g n i f i c a n t
amount of “intelligibility ” for data set 1 but not so for da ta set 2.

The mixed processing technique gives about the same resolu tion as the

incoheren t  processing t e c h n i q u e , but  the expe r imenta l  r e s u l t s  do not
show conc lus ive ly that one is “ b e t t e r ” than  the o t h e r .

• Co n cl u sio n

We have proposed two processing techniques cal led c o h e r e n t
• process ing  and i nc o h e r e n t  process ing . The cohe ren t  p rocess ing
• technique is computationally much mo re demanding than the other two

t e chn iques  bu t  i t  does show a r e m a r k a b l e  improvement  in r e s o l u t i o n  and
“ i n t e l l i g i b i l i t y .” The i n c o h e r e n t  p rocess ing  r e q u i r e s  the least  a m o u n t
of computational effor t and storag e memory but it is restricted by the

n ece ss i t y  o f h av i n g  36 0 0 of the  da t a  being a v a i l a b l e .  A more  c o n c r e t e
c o m p a r a t i v e  stud y is needed on the sensitivity to the e s t i ma t i o n  e r r o r
on the center of r o t a t i o n , the  e r r o r  on the  r o t a t i o n  r a t e , doppler
phase errors and so on.
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Another major significance our approach to the reconstruction

problem is the complete negligence of the temporal (which is

practical) aspect of the system . By using spatial units (e.g.

spatial frequency , spatial distance) and angular units , understanding

of the system becomes considerably simplified and insight is
generated . Even then , intuition into the practical design parameters

(e.g. time sampl ing requirement , pulse repetition period , etc.) are
riot lost because of the simplicity of the conversion factors from

• spatial and angular units to temporal units.
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4. Smart Sensor Pro jec ts

4.1 Implementation of Advanced Real-Time Image Understanding
Algorithms

G.R. Nudd , P.A. Nygaard* , S.D. Fouse and T.A. Nussmeier

• Introduction

During the past period , we have continued our work to develop

custom designed integrated c i r c u i t s  for real—time implementation of

• image understanding algorithms. The work has centered on three areas;

the de ta i l ed  design and layout of a third test chi p, TCIII. the

development of new concepts for more advanced (higher level)

processing operations (including a texture chip) [1], and the design

and construction of the necessary circuits such as clock drivers to

operate the processors.

in the previous phase of this program , we developed concepts and

test circuits for “ real—time ” (equivalent to television data rates)

processing of “low—level” or preprocessing al-gorithms , including edge
detection , unsharp—masking , local averaging , adaptive stretch and

binarization. Most of these circuits (apart from the binarizers)
performed the calculations as analog operations. We were able to

aemonstrate an accuracy, or intensity resolution , equivalent to

a p p r o x i m a t e l y  6 bits using these techniques. (During this period of

the contract , we reported this work at the Image Understand ing Systems

and industrial Applications session of the annual meeting of the

Society  of Pho to—Opt ica l  I n s t r u m e nt a t i o n  E n g i n e e r s  in San Diego , in
August 197b , and at the 1978 I n t e r n a t i o n a l  Charge Coupled Devices
Symposium , San Diego , October 1978. These papers  a re  inc luded  as
appenoices.) The rationale for this approach has been that the modern

sensors , in many cases, are themselves analog charge coupled devices
(CCD5) , and thus by structuring the preprocessing to be in the form of

two—aimensional CCD transversal filters , we can simultaneously obtain

*~vj r . Nyga a rd is w i t h  the Hughes  Ca r l sbad  R e s e a r c h  C e n t e r .
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a number of parallel real—time processed outputs directly on the

imaging chi p itself , as shown in Figure 1.

We have shown that less than 0.1% extra silicon area and c i r c u i t
- 

- 
complexity is required to provide these processing operations. Also ,
sincc the sensor data itself consists of analog charge packages

represen ting the picture intensities , and each of the p rocess ing
operations is perform ed directly in the charge domain [21 , we can

maintain the optimum accuracy, linearity and dynamic range , a v o i d i n g
tne  errors ano nonlinearities inherent in the c h a r g e  to v o l t a g e
t r a n s au c e r s , etc . The p rocess ing  t e c h n i q u e s  r e l y  on a n o n — d e s t r u c t i v e
sensing app ro ach , us i ng f l o a t i n g  g a t e  a r r a y s  [3 J , he nce the o r i g i n a l
pi c t u r e  e lements  a r e  also a lways  a v a i l a b l e .  For example ,
appr ox i m a t e l y  20 ad a i t i o n al  CCD s tages  a re  r e q u i r e d  to p e r f o r m  the
f .v e  op e r a t i o n s  desc ribed  above , which would represent an additional
s i g n a l  degrad a t i o n  of a p p r o x i ma t e l y  0 . 2 %  ( a s s u m i n g  a c h a r g e  t r a n s f e r
e f f i c i e n c y  of U. ~~i999 fo’~. a h igh  q u a l i t y  i m a ge s ) .  This  approach is
particularly appropriate for operations such as image enhancement ,
f e a t u r e  e x t r a c t i o n  and da ta  compression , e t c . ,  whe r e a n u m b e r of
operations have to be performed directly on each of the pixels in the

sensed image. At this stage in the processing , an accuracy of six
bits is probably sufficient for almost all applications , but the
number of operations is very large, t y p i c a l l y  seve ra l  h undred  m i l l i o n
per secona . Analog p rocess ing  is ideal  fo r  such tasks , and the
essentially pipelined operation of the 2—D transversal filters can

com f o r t a b l y  hand le  the c o m p u t a t i o n  r a t e s .  However , f u r t h e r down the
— processing c h a i n ,  the da ta  rates are typically reduced , while the

- 
required accuracy and aynamic range increases. Hence our approach is

to employ fast analog preprocessors integrated at or close to the

sensor itself and then follow this by custom built programmable
ai g it al process ing  us ing  h i gh l y  r e g u l a r  LSI or VLSI des i gns .  For
example , a full processor might appear as shown in Figure 2.

We report on three separate tasks in this report. Section II

describes our continuing work on Test Chip III , to develop hig h speed

—161— 
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Fi gu re 1. Schematic of integrated analog pre-procesSing
and imaging chip.
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Figure 2 .  Sch emat ic  of ima ge unde rstand ing system .
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preprocessing functions. Section III discusses the work we have

undertaken on our image processing facility to enable us to operate

our custom built integrated circuits in real—time , and in Section IV ,

we describe an approach to hig her level processing such as texture and

segmentation.

I I .  De sign ari a F a b r i c a t i o n  of Test ChJp lii

We have inves t i g a t e d  f i v e  c i r c u i t s  fo r  i n c l u s i o n  in our  t h i r d
test ch ip .  These i nc lude  a 3x3 L a p l a c i a n  o p e r a t o r , a 7 x7 ke rne l ,
w h i c h  we a r e  c u r r e n t l y  implement ing  as an edge de tec tor  but can be
mask programmed to perform other operations such as the binary

checker—boards or unsharp masking , a 5x5 programmable filter , which we

intend to integrate with a commercial microprocessor , a 5x5

‘cross-shaped ’ median arid a large bipolar convolutional array for

26x26 pixel convolutions.

For each of these , we have developed circuit concepts which will

enable the data to be processed at real— time data rates. Circuit

simulations which evaluate the accuracy, speed and hence dynamic—range

have been completed for each circuit. The detailed designs and

layouts of most of these operators have now been completed and we

estimate that the drawing s will be sent to the mask maker by

mid—March. If we are able to obtain prompt delivery from the

mask—makers (probably Micro—Fab , Inc.), we anticipate having processed

parts by Jul y, which should allow their evaluation to be undertaken

prior to the end of this phase of the contract in Se~ tember . The

program schedule is given in Figure 3.

The technology us to implement the algorithms is n—channel ,

two—phase metai—oxide—s~miconductor (MOS) and CCD. The full chip size

is approximately 225 mi lsx22b mils and conventional photolithography

is employed , resulting in a line width of approximately 5 j m .  Wi th
this rLsolution and by using surface channel technology, a clock rate

i . 5  MHz is possible. A block schematic and a brief description of

—1 64— 
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Figure 3. Schedule for test chip III.
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each circuit is given below.

II.A. Laplacian Operator

The Laplacian operator 14] is a b i p o l a r  wei g h t i ng scheme A g ive n
in equation (1) operating on a 3x3 array of picture elements , which

proauces a convolution output A * p where p is the  unprocessed  image
array.

1 — 2  1

A =  —2 4 —2 (1)

1 —2 1

It  is used fo r  c r i s p en i n g  and edge s h a r p e n i n g . It can be implemented
directly at the sensor using a two—dimensional CCD array consisting of

a set of l i n e a r  t r a n s v e r s a l  f i l te r s .  A schemat ic  of the system is
shown in Figure 4. Each fil ter is a two—phase n—channel device with

e igh teen gates. The added latency time for this device is equivalent

to a p p r o x i m a t e l y  0 .5  p ixe l s  ( 0.1 lisec) . This is in addition to the

inherent delay of the algorithm of approximately one video line ( —  63

usec) . The input to each CCD structure consists of a Tompsett [5]
st r u c t u r e  as shown in F i g u r e  5. We have used this input technique on

each of the CCD s t r u c t u r e s  to p rov ide  the optimum linearity at the

vo l t age  to c h a r g e  conve r s ion .

The circuit uses the floating gate technique to sense nine

a d j a c e n t  c h a r g e  packe t s  r e p r e s e n t i n g  the a r r a y  of 3x3 a d j a c e n t  p i x e l s .
As the three adjacent lines of charge , representing the video data ,

a r e  c locked  t h r o u g h  the a r r a y ,  the wei gh ted  sum of the c h a r g e  or pixel
m a g n i t u d e s , at each clock sample , is applied to an ‘on—chip ’ sample

anu h o ld .  F o r  example  the vo l tage  on the f l o a t i n g  ga te  a r r a y ,  sensed
by the sample and held at the nth clock period , 1’, is

— 166—
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Figure 5. Schematic of Tom~ sett input structure .
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N

Q (nT)
V0 (nT) = i=l 1 (2)

CA

• wner e C
A 

is the t o t a l  capac i tance of the a r r a y  and con nec t ing

bus—line , Q (n ’l) is the total charge under gate ‘i” at time nT , and N

• is the total number of gates in the array. Further , the cha rge p a c k e t

in each CC D stage , 
~~~ 

is p r o p o r t i o n al  to the c o r r e s p o n d i ng  p i c t u r e

in tens i ty p~~, and the a r e a  of the in d i v i d ua l ga tes a
~ 

de te r m i n e s  the

proportion of the charge capacitively coupling to the array . Hence we

can w r i te

q.(nT) = const p (nT) (Here the constant relates
1 to the input characteristics (3)

of the dev ice .)

and

Q. (nT) = a./a q. (nT) (Where ac is the effective 41 1 C 1 area of a f ull CCD s t a g e .)

Thus

N a.p. (nT)
V0 (nT) const . (5)

• 1=1 A

which , for a two—dimensional x3 array, can be written in the form of

the convolution

—16 9—
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V0 = const ~~~ ( 6 )

where

a1 a2 a3 
1 -2 1

A = a4 a5 a6 = -2 4 -2 (7)

a7 a8 a9 1 —2 1

Hence the area , a., or length of each gate , must be proportional to

the elements of A. Since the length of each gate must be a positive
value , the conventional approach would be to implement A as

[1 2 1

I~~I= 2 4 2 (8)

1 2 1

and connect each of the gates to either a positive or negative bus

line of a differential amplifier. In practice , the differential
amplifier , which itself can be implemented on—chip in n—MOS
technology, becomes a significant portion of the total area of the
chip, typically comparable , or perhaps even larger , than the CCD array

itself. Further the differential amplifiers are themselves voltage

controlled devices and the charge to voltage transition necessary can

introduce nonlinearities and noise . For this reason , we employ a

Hughes  pa ten ted  Di sp l acemen t  C h a r g e  Subtraction technique (DCS) [6]

w h i c h  implements  A directly as

—170—
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[1 —2 1

4 -2

L i  
-2 1

and results in a low capacitance technique which eliminates

“common—mode ” output. This technique has been shown to provide up to

9u dB dy namic rang e and 68 dB common mode rejection [

6

]
~~~

The processed outputs from the array are fed directly t~
• ‘on—chi p ’ sample and hold circuits which eliminate clock feedthrough

and rejects coherent noise sources. These circuits have been designed

and simula ted  to r u n  at 10 MHz da ta  ra te , with accuracy equivalent as
six—bits. Finally, a source—follower output is provided for measuring

the charge transfer efficiency and for diagnostic purposes.

II.B. 7x7 Mask Programmable Kernel

In the April 1978 Semi—Annual Report , a number of processing

algorithms were discussed which use a 7x7 array both with a binary

checkerboard weighting for image decomposition , and as a version of

unsharp masking or aeblurring . Because of the interest in this kernel
size , we have built a mask programmable array which can be used to

form a variety of operators. The basic concept consists of a 7x7

array of CCD stages which can be operated from seven parallel adjacent
video lines. The basic structure is shown in Figure 6. Each of the
seven linear arrays can be operated at 7.5 MHz with a dynamic range

and intensity resolution equivalent to six bits. Again , a source
foilower is included for test and evaluation purposes and to measure

the linearity and charge transfer efficiency. We have included two

on—chip sample and holds so that two orthogonal vector operations can

be performed . An MOS absolute value circuit similar to the one we

used on the previous test chi p is included so that two combinations of

individual vector operations , such as used in edge detection , can be

—171—
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ach ieve d . A schema tic of this circuit which has been designed and

simulatea to operate at full video rates is shown in Figure 7. With

this basic structure , we can use a mask change to perform a variety of

aifferent operations. Basically onl y those levels which determine the

f i l t e r  wei gh t i n g s and the bus line interconection need be changed to

provide each of the operations discussed in the IPI Semi—Annual

• 
• 

Report , April 1978. This technique provides a very flexible and cost

effective way of perform ing a wide variety of 7x7 algorithms .

lni t i a l ly ,  we have designed the mask to perform a 7x7 edge

• detection operation with radially symmetric weights. The weights used

are given by

.08 .17 .25 .34 .25 .17 .08

.17 .34 .51 .64 .51 .34 .17

.25 .51 .64 1.0 .64 .51 .25

0 0 0 0 0 0 0

— .25 — .51 -.64 —1.0 -.64 — .51 -.25

• — .17 -.34 — .51 -.64 — .51 — .34 — .17

— .08 — .17 — .25 — .34 — .25 — .17 -.08

(9)

.08 .17 .25 0 -.25 — .17 — .08

.17 .34 .51 0 -.51 — .34 — .17

. 2 5  . 5 1  . 6 4  0 — . 6 4  - . 5 1  — .25

H~ = .34 .64 1.0 0 —1.0 — .64 -.34

.25 .51 .64 0 -.64 — .51 — .25

.17 .34 .51 0 — .51 — .34 — .17

.08 .17 .25 0 — .25 — .17 — .08
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ana the edge—detected o u t p u t  can be written as

s~ = I~ * + p * H~ I (10)

A detailed view of one linear CCD array to achieve this is shown in

Figure 
8~ Here the weighting s are arranged to be inversely

proportional to their distance from the center of the array. In this

way the edge value is concentrated or “focused” towards the center

picture value , and the larger array size gives greater immunity to

noise in the sensed image. We have performed a number of simulations
• using this operator and have found that on some images , it is

preferable to the 3x3 Sobel. An example of this is shown in Figure 9.

We anticipate that the flexibility inherent in this approach and

the options available on the circuit (sample and holds , absolute
values , etc.) will allow a wide variety of useful operators i n c l u d i n g

• vector edge detection and checkerboard decomposition to be built very

inexpensively.

II.C. SxS Programmable Array

One of the most interesting circuit functions available on Test

Chi p III is a 5x5 array which will be electrically programmable from

external voltages. The prog rammable a~~ roach should allow many of the

image understanding operations of interest , on a 5x5 array, to be

performed with one circuit. The concept is shown in Figure 10. It

has been designed to accept data at the standard 7.5 MHz video rate

and enable the weighting functions to be changed at the frame rate of

i0 Hz. Since each weighting node has been brought out directly to

ex~ernal pin of the 64 pin package , we can indepe ndently vary each

element of the 25 point convolution , with an accuracy of approximatel y

• 2%. Further , since our aim is to drive the weights from a commercial
m icro pro cessor , we can in effect null out many of the processing

inaccuracies and nonlinearities to obtain optimal performance. A

schematic of the circuit is given in Figure 11. The concept of the

— 175— -
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Figure 10. Schematic of test system for programmable filter
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wei ghting technique relies on each floating gate being connected to
the output summing bus through a MOS—FET chain. The gate voltages on

these transistors in effect determine the gain of the wei ghtings.

One of the significances of this approach is that we will be able
to perform extensive experiments to determine the advantages and added

flexibilit y achieved by incorporating both high speed (7.5 MHz)

parallel analog processing and the lower speed programmable di gital

computations available from the microprocessor. This should put us in

an excellent position to proceed with our higher level processing such

as segmentation based on analog features , as discussed in Section IV ,
ano also give us valuable information about the low level—high level

interface.

Il.D. 5x5 “Plus—Shaped” Median Filtering

Both USC IPI and Hughes Research Laboratories (HRL) have done

extensive simulation on median filtering . The median operator is an

obvious candidate for preprocessing and can be very useful for both
rejection of impulsive noise and to overcome defects in the imaging

system , etc . Both HRL and lPl studies show that a “plus—shaped” array
with nine pixels is optimum for many of the images of interest.

Perhaps the most direct approach to a median filter is to perform a

sort operation and then choose the fifth element in the stack (for a

5x5 cross). To do this , n(n—l)/2 or 36 comparators are required . The

conventional approach is to form the ladder network of “bubble—sort ”

array shown in Figure 12 for five inputs. Here each comparator module
(CM) has three basic states , depending on the relative magnitude of

the two inputs “a” and “b. ” In the configuration shown , if a>b it acts

simply as two parallel one element delays. For b>a however , it acts

as a c ros s—ba r s w i t c h  r e v e r s i n g  the two o u t p u t s .  The e f f e c t  a f t e r  a
total of six comparisons is to provid e nine parallel outputs order in

increasing magnitude , whereupon the center output is the median value.

— 181—
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Fic-ure 12. Schematic of real—time n’edian Filter
operator for 5 pixels .
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This structure can be built directly in MOS/LS using MOS—FETs to

prov iae a result equivalent to 7 bits , and run at 7.5 MHz. It can

also be b u i l t v e r y  e f f e c t i v e l y  as a compac t  CC D st r u c tu r e .  In e ither
case , it can be built in to a modular design which will allow the

• array size to be increased by adding parallel chips . Our presen t

design is a direct MOS implementation which uses external delays whic l

d e t e r m i n e  the pixel array shape . In this way we can perform the

operation over a variety of kernels.

I1 .E. 26x2t Bi—Polar Convolution Filter

We have included on this chip a processing algorithm suggested by

• Professor David Marr and his colleagues at MIT. It can be used as

part of the preprocessing required for a human vision sytem . From a

technology standpoint , it is interesting because it has a

significantly larger kernel size than the arrays built to date and

requires ~1 i h  accuracy. The full kernel is shown in Figure 13 ,

consisting of a 26x26 element with a weighting range of approximately

1:15U. In order to provide the most conservative approach and hence

the highest probability of success , we have built a 26x13 element

array ana intend to use two chips for the full convolution. The

c ir c u l a r l y  symmetric nature of the required convolution allows two

identical arrays to be used with modified input structures , as shown

in Figure 14. Further , we have decided to build the array with three

separate outputs which will be helpful in the test and evaluation

stage , and more significantly, has enabled us to scale or normalize
the wei ghting to achieve higher accuracy. As shown in Figure 15 ,

have normalized all the weightings such that they lie within a rar - ~
of 1 to 15. To do this , we have built all the negative wei ghts ~n t~~

outer rim starting at 0 and decreasing to —15 and going back

on a scale where 8 m reoresents one unit of weighting , 1 .~~:

gate lengths of U to 134 m . These gates are each connect . -

summing bus and brought to the negative input Of an ‘~~~r -

differenti al amplifier. The single annulus of weights i~~~~ -

zero to +15 are also built on the same scale and b t ~~~ -~~~~ 
-
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Figure 14. Input structure for 26 x 26 pixel array.
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on 26 x 26 array .
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opposite polari ty input of the differential amplifiers as shown. In

this way, a bipolar outputs representing input values —15 to +15 is

available trom the amplifier . The remaining weights ranging from +15

to +126 have all been normalized by division by 8 to again br ing them

approx imately to the range of 15. These gates are therefore drawn at

one—eighth scale relative to the other but an off—chip amplifier with

a gain of 8 will be used to provide the required weightings. A
schematic of the full circuit is shown in Figure 16.

II.F. Status of Test Chip III

Each of the above circu its have been designed , simulated and the
f inal layout is near complet ion prior to send ing out to the
mask—maker. We anticipate the mask making will take 6—8 weeks and the

silicon processing at Hughes will take approximately 6 weeks.

Processed parts will therefore be available in July.

Ill. Test Facilities and Development of Necessary Peripheral

Circuitry

In order to both tes t elec trically and later perform the detailed

pertormance evaluation of each of the above circui ts, it is necessary
— to build a number of specialized circuits. These include video line

delays for signal formatting , CCD clocks , analog driver circuitry arid

some specialized interfaces beteen the video sensor (typically a

vidicon), the microprocessor and our custom integrated circuits . Also

as in our CCD struc tures we have not addressed the problem of video
line delays or other picture formatting circuits , we have had to build

external formatters. For the 3x3 arrays , used in the previous phase
of the prog ram , we employed two commercially available analog CCD line
delays (CC0321) to obtain the necessary three lines of video. Since

much of our futur e work on the program wi ll concentra te on d igital
approaches , we have tried where possible to build the ex ternal control
and interface circuits in dig ital technology. This will allow us to

operate all the inter face and formatt ing electronics, the sensor , tour
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processor and , when appropria te, the microprocesor from the same
master clock. To date we have designed and are nearing the completion

of a six line delay , using commercial digital circuits to prov ide the

seven adjacent lines which will be used for our 3x3, 5x5 and 7x7

processing . Initially the larger array (26x26 pixel kernel) will be

tested in a modular way prior to building the necessary 14 line box .

We have also star ted analysis and design wor k on the necessary two
phase clocking system and the d iffusion pulses and rese ts , etc. This

wor k will continue during the next six month period .

A full schematic of the new test fac ili tes required to exercise
our circuits is shown in Figure 17. We have decided to incorporate a

scan conver ter system as shown which will allow us to vary both the

spatial and temporal resolution of our processing . The architecture

of this system has now been designed and we are star ting some of the
detailed design and fabrica tion which we will discuss in more detail
in the next report.

IV. Concept Developtment for ~~~her Level Processing

As stated earlier, it is our philosophy to per form all , or much ,
ot the low—level preprocessig functions by high—speed parallel analog

operations. The essentially pipelined structure of the CCD

transversal filters make this approach optimum for operations

requ iring a relatively low number of computations on each pixel . At

the higher level where successive multipl ications or high order powers

of essentially analog (or six bit) intensity levels are often

required , the dynamic range and accuracy requirements essentially

preclude analog operation. We have spent a considerable amount of

time in this phase of the program addressing this issue . As a

specific operation to analyze , we have chosen the texture processor of
Protessor W.K. Pratt [1]. A schematic of this operation is given in

Figure 16. It consists basically of a Sobel or Laplacian operation

followed by momen t operations of the form
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Figure 18. Concept of texture processinC using
r ’oment c a l c u l a t i o n s .
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M~ ~~ (p1
_~ )fl (11)

where p. is the analog picture intensity , ~ is the average picture

intens ity ov er a g iven sized kernel and N re presen ts the number of
p ixels in the kerne l , n is the order of the moment , typically 1

through 4. From our previous work on this program we already have

much of this hardware available. For example , the Sobel operator , the

Lapiacian and the local averager have all been built and demonstrated .

The kernel size in our work to date (in Test Chip I and II) is limited
to x3 , but in our later circuits (Test Chip III) , we will demonstrate
a 2bx2b pixel kernel . For effective texture analysis , a 225 element

array (l5xl5) is apparently sufficient and hence we anticipate little

difficulty in providing a sufficiently large kernel . However , if we
assume the original pixel intensity can vary over 6 bits or 1 part in

64, we can , under the wors t condit ions , anticipate a required output
dynamic rang e of 24 bits or 1 part in 10 [7]. This clearly is far too

large for a direct analog implementation. Particularl y as in
subsequent processes , we might expect to calculate small differences

of very large numbers (between the normalized third and fourth moment,

for example). A digital approach seems to be essential on these
grounds.

At first sight , it might appear that if we calculate (p —p ) f l

- 
1

directly, since the individual picture elements pj are typically

closely distributed about the local mean 
~~~
, (p. —~ ) will be a small

number . (This will of course , be true for those images which have a
low variance.) However , this approach causes considera b le d i ff iculty
in the computation . For example , for each new pic ture element , which
will occur approximately every 101) nanosec , we will be required to
calcula te ~ (p1—~ )

’
~ in its entirety, because ~ will also change at the

pixel rate. For a 15x15 window, calculating just the first four

momen ts, this will result in a throug h put of l.3xl01° operations per
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second , the majority of which will be multipl ications. This is

clearly an inappropriate approach since a high speed multiply might

take 51) nanosec or more in the fastest high speed

emitter—coupled—logic (ECL) technology resulting in approximately 10

mins to process one frame. Several hundred channels would be required

in a parallel architecture , requiring a very large amount of power and

c ircu itry, to achieve real—time operation.

Clearly a preferable approach is to perform the non—centered

moments

= 
~~

M2 = -~~~(~~ p.)
2+~~~p

2

( 1 2 )
M3 

= — --
~~~~~ ( ~ p1) ~~ ~ 

p..2 ( Z p.)4 ~

M4 = ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

In this way, the partial products can be calculated and stored , and

with each new pixel we are required only to subtract the contributions

of the oldest pixel from the summation and add the newest. This can

reduce the calculation rate by several orders of magnitude and enable

real— time or near real—time operation.

We have spent considerable time configuring an architecture which

would be built from a number of identical modules and hence be

appropriate to the new generation of LS and VLSI design techniques and

can be implemented in present state of the art technology. Our

technology choice again would be MOS/CCD primarily because of the

lower power and small size of the CCD logic elements [7] and because
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an integral part of the processor would consist of serial high speed

memory — a capability for which CCD/MOS is ideally suited . Hughes

Research Laboratories , as pa r t of our ow n internal research prog ram ,

has designed and demonstrated all the standard logic functions using

- : CCD technology. We have also demonstrated high—speed , low—power

binary addition using a novel CCD ripple adder technique which should

allow us to perform the necessary full addition in a single clock

cycle. We are currently investigating the optimum structured design

for the LS1/VLSI circuits , which will enable us to demonstrate the

concept in the next phase of the Image Understanding Program .
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APPL I CATION OF CHARGE—COUPLED DEVICE TECHNOLOGY TO
TWO—DIMENSIONAL IMAGE PROCESSING*

G.R. Nudd P.A. Nygaard C.L. Jiang

Hughes Research Industrial Products Hughes Aircraft
Laboratories Division Company
MAlibu, CA 90265 Carlsbad , CA 92008 Culver City, CA 90230

Abstract three orders of magnitude slower than is
required for “real—time” video (~~7.5 MHz).

This paper describes the application
of charge—coupled device (CCD) technology Since low—level or preprocessing
to two—dimensional image processing. The operations typically require the greatest
processing operations discussed are widely computation time , one would generally want
used as preprocessing functions for more to use the preprocessor to dramatically
complex image understanding techniques. reduce the data rate. This would allow the
Algorithms such as edge detection , local higher level operations (such as the so—
averaging, and unsharp masking1-’2 have been called syntactic operations) to be per—
implemented directly in the charge domain formed at much lower throughput. The aim
using extensions of the analog transversal of this work is to investigate the feasi—
filtering techniques previously demon— bility of performing several commonly used
strated . The design concepts and circuit preprocessing operations in CCD circuitry
layouts are discussed together with the per— and thereby to increase the processing
formance data on test imagery and “real— speed to allow real—time operation . CCDs
time” video, were choosen both because they have inher-

ently low power—delay products (which
1. Introduction allow very high circuit densities) and

because many modern sensors are themselves
In the past several years, there has CCDs. In this way, the preprocessing

been a significantly increased interest in functions might be incorporated directly
image enhancement and image understanding into the sensor as options . This is the
both for commercial systems (such as basis of the so—called “smart sensor”
industrial inspection) and for military philosophy. The functions described here
sensors. The processing algorithms and are edge detection, local averaging,
techniques developed have generally been adaptive stretch , binarization, and unsharp
implemented on general—purpose digital corn— masking. The formulations of each of these
puters, and , in general, the processing algorithms is given in Section 2. Where
times required to perform even relatively appropriate , we have tried to structure
simple operations, such as local edge the processing in the form of analog trans—
detection , have limited their use to non— versal filters to achieve optimal—speed and
real—time applications . The Sobel edge— circuit density. This has required the
detection schemes described here, for development of two—dimensional filtering
example, requires approximately 5 x 106 operations and novel circuit techniques
operations per frame and might take 5 to to perform operations, such as absolute
10 sec on a PDP—lO machine. This is two to value determination, directly in the charge

*This work was supported in part by a subcontract from the Image Processing Institute of
the University of Southern California under Contract No. F336l5—76—C—1203 from the
Defense Advanced Research Projects Agency.
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domain. This should provide optimal Adaptive binarization :
dynamic range and linearity.

1 for 
~~~~ 

< e
2. Definition of Processing Algorithms S e = 4b

Five preprocessing operations have been 0 for f (e) > e
implemented . Each is based on a kernel of
3 x 3 pixels, shown in Figure 1. The first Adaptive stretch~test circuit is a CCD implementation of the

- 

- 
Sobel edge—detection algorithm.3 This cir— i2 Mm (e ,r/2} for f (e) < r/2

- cult was chosen because it demonstrates two m —

operations important to image processing: Sa(e) 
= (5)

(1) the possibility of achieving a two— (2 Max ((e,r /2) ,0} for f (e) > r/2,dimensional convolution with arbitrary m
weightings and (2) the ability to perform
nonlinear functions such as the absolute where r is the maximum pixel intensity.
magnitude operation.

All of the above operations can be
obtained by combinations of three basic

7819 1 functions: the local means fm (e) ,  the edges
S(e), and the center pixel intensity. Each

a b c of these functions can be obtained directly
PIXEL from the CCD analog transversal operations

________ ________ ________ 
INTENS I TIES described below.

d e f 3. Device Descriptions

The CCD implementation of two—dimen—
- 

sional edge detection and local mean
g h algorithm is an important aspect of many

________ 
real—time image—processing applications.
Further , since the functions discussed in
Section 2 can be derived from combinations

Figure 1. Schematic of the basic 3 x 3 of center pixel intensities, local means,
kernel, and edges, only the CCD edge detection and

local mean circuits will be described in
The Sobel algorithm operates on the detail.

full array and evaluates
The CCD Sobel circuit consists of a

S(e) = 1/8 [ I(a + 2b + c) — (g + 2h + i)I 3 x 3 two—dimensional transversal filter,

+ (a + 2d + ) 
an absolute value operator, and a summingg 
circuit. Figure 2 is a functional block

— (c + 2f + i)~ ] (1) diagram for the circuit. Three lines of
analog video signal are fed into the 3 x 3

for each picture element. This output is a CCD Sobel transversal filter. Two differ—
measure of the edge components passing ential outputs are obtained and amplified
through the kernel and is independent of before taking their absolute values and
both the polarity of the edge and, to a large summing. The final output I a+2b+c —

extent, its orientation. The other oper— (g+2h+i)~ + j a+2d+ g — (c+2f+i)j provides
ations are edge inforz~~tion about the image (as is

shown in Section 4). Other input and output
Local averaging: points are also available for individual

circuit tests, as indicated in Figure 2.

~m~~~~~
1”9 [a + b + c + d + e + f

+ + h + 1] (2) The CCD Sobel circuit has three par—g 
allel signal channels for the three analog
video lines of the image. The inputs areUnsharp masking: of the Tornpsettfill—and—spill type. The two—

S (e) (1 — cL)e — ci~ f (e) (3) dimensional ’processing results from the
u m 
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/~~~~~~~~~~~
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0
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~~~~~~~~_  2h 
- 

-

SOBEL a+2b+c-(g + 2h+è )I 9 I 
—OUTPUT: +)a -~-2d +g - (c -+ 2i + :‘- -‘ 

;~~ 
~~~ 3

Figure 2. Block diagram for CCD Sobel
operator. 

+ -

floating gates of the three—channel split—
electrode transversal filter. Figure 3
shows that the output in each of the four 

_____

bus lines is proportional to the charges a+ 2d+g
under the connected gates (a, b, c, etc.). -(c+ 2f + iI
The necessary weightings (1, 2, 1, etc.) are
achieved by varing the floating gate area. SOBELGATE CONNECTION
The differences between the weighted sums
are obtained through the output differential
amplifiers. Each output , therefore, repre— Figure 3. CCD Sobel preprocessor.sents an orthogonal edge component. These
components then act as inputs to the gates is less than the reference voltage VREF setof the CCD absolute value circuit shown in by the REF gate, the electrons will fill theFigure 4 to achieve the two—dimensional 

potential well under the gates B2 and FZ,Sobel output. 
as shown in Figure 4(a). During the output
phase, 4 01J12A is pulsed high and the chargeThe CCD absolute value circuit operates 
packet is transferred to the summing output .using a novel technique that allows a charge 
This charge is proportional tostorage that is equivalent only to the input

signal magnitude and Is independent of 
— v \ IA +signal polarity. D~:ring the input phase, FZ REF, ~ FZ 2

GINA is pu lsed low first (high surface
electron potential in an n—channel CCD) and + (V REF 

— Vstc) ~AFZ + A52)1then settles hi gh (low surface electron
p o t e n t i a l) .  When the  signa l voltage V5i~
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7819-4 the absolute value of the  inpu t  signal is
obtained . After the absolute values of

REF B sa~ FL ~~~~~ 
V SCH ~s~r the differences are obtained , they are

? ? I I I I I summed in the charge domain and the Sobel
~~ NA 

~~~[ e~ ~J_ 9
DD operation is completed . The CCD local

1 _L mean circuit shown in Figure 5 con.~ists of
I - _________ 3 x 3 cells with nine floating gates con—

- 

- Li U J nected together to yield an output pro—
SIG~ portional to a+b+c+d+e+f+g+h+i.

The gate interconnect of the 3 x 3 CCD
REF 

______ two—dimensional filtering circuit has to be-r ~~~~~ laid out carefully to minimize the stray
capacitance and to balance the positive

~~ T -~~z • S ~G I FZ and negative input to the differential
U _J amplifiers. In thc CCD absolute value

circuit, speed and accuracy are, in the
case of VSIG > VREF , limited by the transfer

Ia) V SIG <V REF inefficiency.

The CCDs are N channel and are fabri-
cated with a two—layer polysilicon process.

~~~~~~~ 

This process requires nine masks and two
ion implantations. The CCDs have a bit

REF
- 

FZ 
— — 7819—S

0OUT Fz + ISIGIL._J ..
~ j

Ib) V S,G >V REF CHANNEL 1
P a b

Figure 4. CCD absolute value circuit. p—p-.— — —
where AFZ is the rate of the gate FZ, etc.
The first term corresponds to the fat zero CHANNEL 2
charge and the second to the signal charge 0 d e
referred to the reference level. However,
if VSIG is higher than VREF , the potential ____ ____

well under Bl, SIG, B2 , and FZ will be ç~’7-’ ~~~~~~~~~ - -

filled, as shown in Figure 4(b). The output ~~~~~~
- -
~~ ~~~~

- . - 
- - -‘l- ~~~~~~~~ - —

charge is proportional to
CHANNEL 3

~(vFz 
- v

REF) (A~~ 
+ A

B2) 
~

+ - V \ ‘A + A / / 
____  

- -j  - - ___

SIG REFI I SIC ‘~BlI I ‘

1 \  1) 1~ -I-
If the gate areas are fabricated such that +
Agj~ + AN1 

= AFZ + AB2, then the output a + b + c + d + e + f + g + h + ,

charge will always be a fat zero plus the
charge proportional to the magnitude of
the signal with VREF as reference point.
That is, a charge output corresponding to 
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Figure 12. Example of processor performance operating on stored imagery.
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Figure 13. Performance of processor at real—time data rates.

increasingly important in military systems [21 Andrews , H.C., and Hunt , B.R.,
for target acquisition and tracking. Digital Image Restoration ,
Typically, however, most of the processing Prentice—Hall , Englewood Cliffs ,
time is taken up in the “preprocessing” N.J ., 1977.
type operations, and our present indications
are that  the CCD techniques are able to [3] Duda , R.0., and Hart , P.E., Patter’
operate with at least 4—bit accuracy at Classification and Scene Analysis ,
speeds 100 to 300 times faster than the John Wiley & Sons, New York , 1973.
conventional general—purpose processor used
to date.
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A CHARGE-COUPLED DEVICE IMAGE PROCESSOR FOR SMART SENSOR APPLICAT I ONS

6. R. Nudd. P. A. Ny gaard . t 6. 0. Thurmond. and S. 0. Fouse
I 1! ] ! II I .  - - 1 - ~~( ,1r I I  I .IUIIIJIO II,,.

- - Mj itbu , Cali luriita IILlI -

I h i s  ‘alter d e >c r i l i e s  t h e  de ie lo p i i i ent  and p e r f o r m a n c e  d e m o n s t r a t i o n  o f  tw o  c h a r g e - c o u p led
device f tC D~ ch is t o r  j f l~j,~ r o c e s s j u~~. The a i m  of t h e  w o r k  i s  to  d e m o n s t r a t e  the l i-as i-
h i  1 i t’  a t  d e v e t o p i t i c  Custer ( I i  a r c l l i t e c t u r L ’ s  tha t  w i l l  enab le  the t i m e - c o n s u m i n g ,  lOh —
l e v e l  p r i c e s s i n -  t u t i c t i O n s  (suc h as leature e x t r a c t i o n )  to he per to rmed in rea l  t ime . he
desc r ibe t h e  c i r c u i t  c o n c e pt s  and  d e v i c e  l a y o u t  f o r  s i x  commonly used al gor i thms  and

nc l u d e  p h o t o g r a p h s  of  the r a i~ and p r o c e s s e d  i m a g e r y

1. In t roduc t ion

Ihe uc ces  s fu I app 1 [c a t  I on of  many of  the c u r r e n t l y d i  scus  sed i rage anal vs is techn i ques
is I l l  depend u I t  1 ma t e l  y Oil t i le  speed  and a c c u r a c y  i~ i t  h w h i cli t h e y  c a n  be i m p  l en i e n t  ed . ~Ia n y
of t h e  r io re  sop h i s t i c a t e d  a l g o r i t h m s  deve lo ped  to da te  have been d e m o n s t r a t e d  onl y on
g e n e ra l -p u r p o s e  c o m p u t e r s  , and t h e  r e s u l  t a n t  p roce ss  ing r a t e s , even for resolut ions equiv:i -
lent  to s tan dard  qual i ty  t e l e v i s i o n , are se ve ra l  o rders  of  magni tude too low for “rea l t ime ”
d is 1’ l : i t . S imple p r e p r o c e s s i n g  f unc t i ons , suc h as ed ge d e t e c t ion and local ave rag ing, (1 ’ — )
m i g h t  t a k e  from s e v e r a l  seconds to m i n u t e s  per frame . lor  examp le , the ed ge- d e t e c t ion tech-
n iqu~ descr ibed be low has been i s p l e m e n t e d  in machine language on an 8080 A  m i c rop rocesso r
an d t a k e s  about 101) s e c / f r a m e .  More sop h i s t i c a t e d  a l g o r i t h m s , w h i c h  mi ght require the
adap t  ic e  coob m a t  ion o f  s ev e r a l  l’unc t ions  (e • g - , e dges , means ) w i t h the c e n t e r  p i c tu re
c lement s i l l  r e q u i r e  c o r r e s po n d i n g l y  la rger  p r o c e s s i n g  t i m e s .  In general , it is d e s i r a b l e
to o p e r a t e  at  speeds equ i va len t  to commerc ia l  t e lev ion , i ith ap p rox ima te l y 5 2 5  x 5 5
p i x e l s  at 30 f r a m e s / s e c .  Th is  not only p rov ides  the s p a t i a l  and tempora l  reso lu t ion
require d by most  s y s t e m s  but enab les  s tandard  t e l e v i s  ion hardware  to he used at the
in t e r faces

So m e d e v e l o p m e n t w o r k  in w h i c h  c o m m e r c i a l l y  a v a i l a b l e  c i r c u i t s  w ere used to per fo rm
sp ec i f i c i m a g e  p r e p r o c e s s i n g  funct ions has been repor tedJ~~

) In general , t hese approaches
resu l t  in a l a rge  number o f  integrated circuit (IC) packages and are not well suited to
“soar t  sensor ” appli cations. lJnt i l relatively recentl y, the computational complexity of
the al gori thms has precluded the use of a sing le I C to p r o c e s s  the da t a .  H o w e v e r , the
rapi d p rog ress  in techno log ies such as charge  t r a n s f e r  d e v i c e s  and meta l  ox ide  semicon-
d u c t o r s  1 )105) w i t h  inherent ly  low poi~er de lay products  has resu l ted  in a ve ry  s i gni f i can t
i nc rease  in the av a i l a b l e  throug hput .

Cha rge -coup led dev i ces  (CCL )s) t i re  o f  par t icu lar  si gn i f i c a n c e  to image process ing  be cause
t hey can he used in both image d e t e c t  ion and p rocess  ing. Further , t he)- can be confi gure d
to prov ide an e s p e c i a l l y s imple and d i rec t  means of  per form ing two-d imens iona l  convo lu t ions ,
w h ich  form the b a s i s  o f  much l o w - l e v e l  image p r o c e s s i n g .  The low power requirements ,
t v p 1c a l l v  two  o r d e r s of m a g n i tud e l o w e r  than  the c o n v e n t i o n a l  b i polar circui ts used in main-
f rame computers , an d the smal l  dev ice  g e o m e t r i e s  scan tha t  hi ghl y p a r a ll e l  a pp r o a c hes c an
he used to ach ieve  ful l  - frame p r o c e s s  ing. One such concept  is shown in Fi gure 1• Here a
Cd1l imager or a n a l og  s t o re  is used to s t o r e  a full frame , an d the data from the N rows are
c loc ked out in p a r a l l e l  in to N para l le l  p r o c es s i n g  c i r c u i t s .  Each c i r c u i t  mi ght perform
t he S o be l ( - 1  o pe r a t o r , for  e x a m p le , and p rocess  the da ta  for an en t i re  line , w i t h  the
p r o c e s s e d  ou tpu t  appea r ing at  the c l o c k  ra te  1c~ 

T h u s , an ent ire frame wo uld be processed
iii Nf c sec . For a 52 5 x 5 2 5  frame , t h is  could he about 50 psec - Further , by per forming
t he p r o c e s s i n g  d i r e c t l y  in the charge domain , t hus a v o i d i n g  the c h a r g e - s e n s i n g  amp l if ie r s
nece s~~iry  to dr i v e  convent  ional d i s c r e t e s , g rea ter  a c c u r a c y  an d 1 i nea r i t v  and la rger  dynam ic
range can he o b t a i n e d , bo th  o f  w h i c h  are c r u c i a l  for hi gh s e n s i t i v i ty .

* u s  usor k w a s  suppor ted in 
~~~~ by ti  s ubcon t rac t  from the Image P rocess ing  Inst  i t u t e  of

t he t J n u v e r s i t v  of Southern C a l i f o r n i a  under Con t rac t  No. F 3 3 6 1 5 - 7 b - C - 1 2 0 3  from the
Defense .\ dva nce d Resea rch  P r o j e c t s  A gency ,  an d C o n t r a c t  No. D A A K ’ 0 - 7 7 - C - 0 2 l 6  from the
N ight Vision l aboratories , F t .  Re l vo i r , V i rg in ia .

~ M r .  N vgaard is currently w i t h  the Carlsbad Research Center , Ilu g hes A i r c  r a f t C o m p a n y ,
Ca r I-i cu i) , Ca Ii fern i a.
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S I N G L E
SILICON

- SUBSTRATE

CCD

____________ = _____________ 

~ 
CIRCU I TR Y

H E~EE f’~ 1~T::U: CCD c~i~: ~~~
I M A G E R  

~~~ 3ISPLAY ~

_ _ _ _ _ _

UNP ROCESSED PR OCESSED
DATA CCD/MO S DATA

PROCESSORS

Figu re 1. Parallel processing concept.

This paper describes the development of a two-p h a s e , n -channel CCI] p r o cessor  t ha t c a n
perform seven basic preproces sing al gori thms. The devices are fabricated on sing le
200 m u x 200 mu chi ps and have been operated at 2 M H z  w i t h  an accuracy of 1-hi t s .
E x a m p les o f their performance when interfaced to a stored data base via a t P S O .\ micro-
processor and when opera ted directl y f r o m  a com m e r i c a l  v i d i c o n  c am era  a re inc luded.

2. Al gor ithm Def in i t ion

In  p r i n c i p l e , the CCD proces sing techni ques  d e v e l o p e d  he re  can  he app lied to an)’ s i z e
k e r n e l .  The op t imum c h o i c e , wh ich w i l l  depend on the overa l l  5 stem requirements , w i l l  i n
general represent a trade-off among noise immunity, r e s o l u t io n , and dynamic range. IVe h a v e
arb itrarily selected a 3 x 3 array , as shown in Figure 2.

3 x 3 A R R A Y  OF P I XELS
f ( x — l ,y~~l) f ) x y + 1 )  t ( x + 1 y + 1 )

f (x 1, y b  f (x .y ) f lx • l y )

f (x - l y 1) f (x . y 1) I lx 1 , y 1)

Fi gure 2. Kernel used for processing al g o r i t hms .

The a i m  of th i s  w o r k  was t o imp lemen t the al gori thms on a sing le si l i c o n  c h i p and
demons t r at e the  use of the 3 x 3 k e r n e l  a s a con t ro l  s i gnal for linear and nonl inear as
well as spa tially invariant and variant (or adaptive) si gnal-pro cessing f u n c t i o n s  i n  two
dimensions.

M a n y  algori t hms have been developed for these t a s k s , and the non l inear techniques
p r o ba b l y  have been the most success fu l .  Ilowever , a l l  a lgo r i thms cou ld  be env i s i oned  as
be ing des igne d around three cont ro l  s i gna ls  or t w o - d i m e n s ional f u n c t i o n s .  These three
s i gna ls are

O r i g inal image f (x ,y)
B l u r r e d  im age = f 51 1x ,y)  ( 1)
Sohel  of  im age = f 5 (x ,v )

The bl urred image ,r e p r e se n t i n g  the l o c a l  c o v e r a ge , is ob tained by convolving f ( x ,v )  w i t h a
3 x $ kernel with entries that are all unit y . The Sohel image , representin g the e d ge
d e t e c t e d  O u t p u t , is o h t a i n e d  b pas sing the 3 x 3 Sobel operator over the ori ginal i m age.
T h u s ,
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I ll
= f ( x ,v )  l~~ I 1 1 ( 2 )

I l l

1 2 1

f ( x ,v )  = f ( x ,v)  ® 0 0 0
- 1 - 2 - 1

0 - 1  (3 )

+ f ( x ,y) ® 12 0 - 2

Li 0 - I

Fi gure 3 presents these three functions on two images , tu “ h o u s e ” a nd an “aerial reconnais -
sance ” scene. The former has a large dynamic range , w h i l e  the la tt er h as a s m a l l  dy nam i c
range.

An example of  a s imp le use of  t hese con t ro l  s i gnals is the l inear  combinat ion of t h e
m ean and S o h e l  i m a g e :

g ( x ,y) = (1-A ) 
~m~

>’’~~ 
+ A f 5 (x ,y) , ( 4 )

wh e r e

0 < A < l

N

___ 
___ 

—. 

~~-; 1Y
n’~-~~’. ~~.4’

______ 
-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~ i 
4!t~~~~~

. .

~~~~~

ORIGINAL IMAGE BLURRED IMAGE SOBEL OF IMAGE

r~~”~~’ ~~~~~~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~
ORIGINAL IMAGE BLURRED IMAGE SOBEL OF IMAGE

i C u u r e  3. Computer s i m u l a t i o n  o f  the t h ree  c o n t r o l  s i g n a l s .
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lb i~ i - ~ sho usu u in F ig u r e  1 (a I . iii us hr I cl u t i r e  So l e I ed 1 c u r e  e r l l l l l uas  i :ed .~~~\ mo r c fain 1 i i  r ii - e

of  t he~-e c o n t r o l  s i g n a l s  fo r  esft e e u u h u ; u r u e e i u e u r t  i s  ill I IIU ‘‘ iuu s h i : u r l ’  i: : i c k r u u g ’’ :111 111 ic :u t io iu ,( I )
sii o usuu in h i  guile 1(h) , i n sb u c hl 1 pe reer u t age  o f  t i e  h lu rei d i : i : u c iS  5 1 11111 1 ;iil t F t c  I P I ru i t
t h e  o u i g i u u : u l

= t’ L\ , y )  ‘ f 111 1 x , y )  ( 5 )

(a) (b)

i cii re . : ~a rrup 1 e~ o f  n e u  r coui u h I r u t t I on o I c oil t rol
s I na I s .  I a ) )le:un o l  us e d le s  . I 1: I Iln sh :u ri

as k i n g  ( o r i g inal  r i e tu i r )

he  e x i  I e s s lu ors rr I n I i gil re I a re o f  non t u da pt ic e  ;u I go r I t i  ri , is l i i  cit I tuck  t ic so I St  c a t  I on
uuc e de d ‘u the  i u i l iere nt  ly n o u u s t : u t io na ry n a t u r e  o f  i ruI::ers . \ u u ad:upt  u cc s t  l e t  c l i i  rig
a I go r i t  him in a hi I ch t hue hr I gh t I le  SS o I a g i a n  I eve I i s ,louh I ed depend iii oil t lie va l i re  o I’

Ix  , I r~a p I c a c t i  t e d

rIl i n i  I t s  , v l  , r I 
~~ 

,
~~ 

-

g ( x ,v )  = 2
ni:u x ( : ( s ,v )  - r , 1 ) 1  f~,1

I.\ ,~~ J

r~ he Ce i = iii d — g r:u v . h ence , I I t i re  I oc t u  I r i can  i I es s t hit un m i ii — t a  , t lie cci i  t e l ’ t i xc  1 i
C5 Sen t  iii 1 1 v passed t ii rough a lone t ion mer e  i’  t ha t has a pa u n . I lie oh cc t i ye i s to  cuba Ice

he d:u rk s :u nd s I ~:uu 1 t zuneous lv e r ih u :une e t i e  It r i gir t  s IS I t it  it  S r  I Ii r;u t i out in c i t  liii c;u Sc

.\ furl h uer a d a p t  ic e  Iiin ct ion , O ne sb i ch corI l F l : u res t he  i t t i  p 111:1 1 p l e t  lure e l  e r e r i t is I t h  the
loc u I ie:u n and p rov ides  a b in t u i v  0111 II t I cc o  rd i t i p  to

= 
~I i ( . x , v l  i ( x , v l

~I) i l x , e l  f i x ,

it as a 1 so be en 1 1111) 1 cIt e i t t  i d

‘ lane It  her t i d e p t  I ye iu uu i c t ions ca :r  he pe rio r i ied u s  I ng tires c h:u s Ic con t ro I wi~ t l o t u s , and
hue resu  It s  o f  th i - c o  r h  is I I I be r e p o r t e d  in :u uu o I her p a p e r .  

Cli i i re i r i t  l i e v e lo l l n ie t l t

I he CCII t e c h n o l o gy  developed in i i~~ () I ‘ I 
~ pa r t  i c r u l a r I y : u d v : u r i t u g e o l i s  f o r  t i re dei~ I e l lr e

I ‘‘ S F 1  r t s e n s o r s  . “ I t I s t I l t  I n b ue rell I I 
~ 

I or~ - porter te chno l o~ v u~ i t  h a In~ : r de I ,uv p ro d r rc  I I’

• ‘ I  as coi:~pa re d t 3 1 1  p. I for  u t vj ’  i e t u  I I’ I pe 1 : 1  r I . u~ h I c l  a I I oi~ I i g r I l i t  u di ~~u l III.
c i  r i l u  i t  e o n t ’ l e x  I tn  t o  he r u t  T i  ned . In i t i s i  I I i , ’ r u . t i e  b asic ( I I I  - i t  r i u c t  r i t e  can  ‘c u s e d  I,’
0,1 hr s e l ls  e e nd p t i e  e -~ s I hue ~l l  I i  . ( I l l  a r r I  s a ri cli r relu I I c ii ii j h il t I e I ha 1 

~
‘ r e t  i ile 0 - - I  I c i  I

Inc ca j s : u h  I I i t i s  e h u  11 : 1 1  c u l t t o  5 1 : 1 0 1 : 1  rsl 1, - I  en s l u r . I t IS c l i v  is  is ’ ii , I t h i t u t , is I t  I 1 I I~’
:r C les l co r p Ic .x i t . • t I r e  I np e  ut i  p ut  C i -  - s ii f i n e  1 I c urs  d i s c u u s  ce d hue ri co u l  Id he I li~~ 0 r, ~ ‘ I I t  (d

r e e l  I y :11 1 hue - : u  I p~ eni ’ P i- el i ,l i lull a Iei l l ’i’ I’  I i - lu - c - — i d  and ulul i I ’ c e s  ;i-d out i t s

I he h:us ie I C h i  t i l e t ru r e Is II lu u  r a t e d  in I I ‘- h i t  3 , u s h i e l e  :u t i~O - b hit u se . rI Ii pe i u t f  Ic e  -

c h 1 t ine I dr l I e  I ill e —ih t o l l  . l i i i  ct ’ iise l’ t n t  t - u~ I n c  5 t lIe 5 h i I i i i  0 I’ :u c o u r t i I I cii c i t  c c
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Fl guu re 3.  Concep t  o f  t Ire CCI) ana log del tu line.

in cii i or re  iii i’ec t u on r in res pe l l- i c  to  t l ue  c l o c k i n g  rs tu ’~’e fo rnr rs  ii l iu s t r a t e d .  In our ap ir l i —
c : it io n , :u e b o u r c e  e q u i v a l e n t  t o  t i r e  inte ns it y of  each s u c c e s s i v e  p i c tu re -  e lement  is c l o c k e d
i r u t o  t h e  d e v i c e  t u t  each c y c l e .  I b i s  r e q u i r e s  th t u t t h e  c l o c k  speed be e q u i v a l e n t  to the
‘audis id th i  o f  th r e  :unzu lo g v i d e o  s i g n a l .  ‘l ire ken’ to most  s i g r r : n l - p r o c e s s i n g  app l i c a t ion-i is a
f l o a t i n g  gate s t r i u c t i u r e  in w h i c h  a s i n g l e  e l e c t r o d e  c a p a c i t i v e l y  cou lu les  to the s i glt :ul
cbr ,l r ce tueross t h e  oxide:

= Q . / C~~5

isherc ~ I s the si gn zu I charge , 
~ox 

is tire oxide capacitance , and  V 5 is the corresponding
output  s i gntu l . S i n c e  t he o x i d e  c iupac I tance C0~ is equal to c.\/t 0 5 ,  w here A is t i re p a t e
a r e a  • t ire o l r t l iu ts  cat i he i se i i i h ted  by s I r II l lv  c a r v i n g  the ga te  leng ’t h lV~ as s hown in I ig ures  ii
a n d  — 

- l i re ou tput  t h e n  heconiues \
~~ 

= I t I * (V ( * )  , w here * is the courvo lu t ion  j unction.
ihis is t u e b a s i s  o f  t h e  CCI) an t u lo g  t r t u n s v e r s a l  f I l t e r .  In our c a s e , s ince  Inc are ( ‘ l ’c rat i i i f
on t a - u—d i m e n s i o n a l  d a t a  e q uivalent to the 3 x 3 a r r a y ,  t ire pa ra l l e l  s t r u c t u r e  shown lIr Fi g-
ure 6 is n e c e s s : u r v . Here , t hree a d j a c e n t  l ines of v i deo  da ta  t i re c loc i ted  in sy nc i r ron ism
th ro t u gh the S t  r incture , and t ire out p lu t  is taken  fronr the a r ray  of  nine ident ical  p a t e s  shors n
In t h u s  c a s e , t he output  as a iiunct ion o f  t i lrle t c :n r i  he i~r i t t e u r

* V 1 (t  — I )  + 
~ l 

It - 2 T )

= IV • \ 2 ( t )  + V 2(t - T) + V 7 ( t  - 2T )  , ( 8 a )

+ V _ (t - 1’) + V — I t  - 2T )

rs he re t is  t he rrrnn i rig t m ire parameter , 1 is the clock p e r i o d , and IV is t h ue e f f e c t  I ye g a t e
we i Ill t i rig. In t hue s~ t :r t j ul  donia in , t hr is  is eq ru 1 vii lent  to

r 1 1 1

l i x  ,v ) ® 1 1 1 , (S it )

L h l l
all ic hI cor i - i-~ :ti,nnd s ill rec t  1-v t o  t he hI iu i i - or Ioc ;u l : I t e ra g e  fu iur ct  ion desc  ri bed in Eq. 2.

- 
Ih i r ’  e c i u l i v ; u l e n t  s t r u c t u r e  for  t h e  Sohel edite dete ct ion is shown ii, Fi gure ~ . Two ty p es

ol ‘ It e r t i  j o n~ a r e  I ri n’ o l n- cd un t i re  ca l  c r1 1 at i o n o f  t he  Sohie 1 a I gor i t il l . ‘l ire first is the
c iii r e  se ns i r u g  tu nid we I ~z hi t i  ng rice cs s t u rn for I lie de t  cc t I ot i o f  t i r e  o r thogona l  ed ge com ponents

S 
-‘ 

= I x  I ,y+ l )  + 2 i(x  , + I )  + f (  x - i  I ,y II - ii -\ - I ,~~ 
- I 1 + 2 1 ) 5  ,y . l)  + f ( \ +1 , y l )

(Ii )
:;~~- = f(x-l ,y~~I l 2 f i x ’ I ,v ( + f ( x  1 ,y - I b  - i)x ÷ l ,y + l( + 2i(x ~~I ,v) f (x+I ,v - l )
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Fi gu re  6.  F l o a t i n g  ga te a r r a y  used  to
ob ta i n  b lu r r

3 x 3 CHARGE
SENSING ARRAY _________

01FF . AND
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ABSOLUTE I—~VALUE~J

i pu re . Nc l ie r :u t Ic 0 1’ CCI) Sohel c i r c u i t .

‘the second is the pu re ly  : u l g e L t r , r i c  o p e r a t i o t i s , incl uding absolute -value determination and
s u m m a t i o n .  The gate interconnections shor n p e rform a two-dimensio nal filtering operation
with wei ghtings equi v: u len t to

1/2  1 1/ 2 - 1 / 2  (1 1/2

IV~ = 0 0 0 , (V 
~ 

= - 1 0 1 (10 )

- 1 / 2  - l  - 1 / 2  - 1/ 2  0 1/2

f o r  the x and y directions , res l ie cti ve l v. Variations in tir e area of the floatin g gates
( a s  shown in the f i g u r e )  arc  used to a c h i e v e  the we i gh t i n g  c o e f f i c i e n t s  ( 1/ 2 , 1 , e t c . ) .
The ou tpu ts S~ and S>, go into a CCD absolute-value ci r c u i t  and are summed as shown to form
the comp le te Sohe l  f 5 (x ,y ) .  In  this sat- , a valid output is computed each clock cycle.
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A CHARGE COUPLED DEVICE IMAGE PHOCt-SSO R FOR SMARt SENSOR APPLICATIONS

4 . Pc u - h o  l ’Huaucc I:vti 1 ua t ion o till- P roces  sor

Ilic t ao  t e s t  ch i ps t hat p e r f o r u r i  t i l l  t i r e  :ul gor it huut i s  d i s c u s s e d  in S e c t i o n  2 are n - c ha n n e l
t a o — p hase CPUs w i t h  tin a p p l - ox i u r r t u t e  t ure tu  of  20 11 iii ls x 200 r u r i l s .  I n  our pre sent experiments ,
se h ave o l r e ra t e d  t h e  c i r c u i t s  in t a o  modes.  ‘l ire f i r s t  used the I b n iv e r s i t y  of  Southern
i’:rI i f o r n i a ’ s s t o r e d  d a t a  b a s e,  l i n e  d a t a  is  f o r m a t t e d  hi- tin 8 lhRII .\ m i c r o l r r o cc s s o r  p r i o r  to

- 
- ~i r 1 t cc -ss ing; t h i s  l i n u u i t s  t i re  s l iced o f  o p e r a t i o n  to a bout  10 k u :  and - I — h i t s  i n t e n s i t y  reso lu-

E l  on .~~ hue pc- r I  o r rur t u r rc e o f  t ire the e icc ’ s in t h i s  nurode is shuown in F i g u r e  8.  lie es t  I utuate t i re
ove r t u ll : i c c i u r t l c v  of  t i ne d e v i c e s  to  ire b e t te r  than the max imum .1 — h i l t  d i sp lay c a p a b i l i t y .
gc rre r e c e n t l y , a-c i i uc r c - : r se d  t h e  c l o c k  r a t e s  to  a pp r o x i u u t a t e lv  1 MU: u n i t h  a res u lt i i r g a c c u r a c y

• and d y r u t u r rr ic r :un i  e eq u iv :u len t  to 16 g r a y  l e v e l s .  ‘i sc h ue r r i a t i c  o f  t h i s  t e s t  se t  up is shois n
in Fl g rire P . f ile I h u n t  s I g u i  I is tier ived  fronr a v i  d icon c a u n e l t u  us I thu  tin i n t e r l a c e  fo r it i ; i t  as
s hu o rsi i  . A C ( , i )  a ’ r: u lot ’ s t o r e , t ire Fa irci r i ld *  CCI) 2 2 1  cli ip a I th a 4 8 8  .x 381) element arra y , r~as
i n -ved to  p r o v i d e  :u s i n g l e  f i e l d  de lay  tha t  enabled t i re  i n t e r l a c e  for unn at to he renroved. Tus o
:un : u log  I I ri- d e l : n v s  usere t heir used to p r o v i d e  a c c e s s  to t h ree a d i a c e n t  l i nes  of v i deo  to
t ul  I Oh cc It I uiguonus p r o c e s s  ing . These three I inc- s t lien p r o v  i dccl t hre da ta  I nput to tire ur roces —

s i n g  a r r t u  :• t ire output  is th ren ir t ixed to forlil s ta t r c l a rd  c o m p o s i t e  v i d e o  for d i s p lay  on t ire
v i d e o  iron I t o r

Ic provide t i re nlzu x imlu ltu qual i tv  output  fr- o u r t h i s  s y s t e m , t Ire lu s t e r  c l o t - ks s h o u l d  lie
o p e r a t e d  at T .5 MI!:. l i r i s  rs -o u ld resul t  in ii r e s o l u t  ion o f  tu p~irox i i i : u t e 1y  3 2 5  x 5 2 5  lines.
ho t hue e x pe r I uiuent  s r e p o r t  cc! Irere , use opera tech tl t ap~r r u t s  i liii Fe I :u 3 . 5 - Ml!: c l o c k  ra t  c- - fbi is
resu n h t e d  in a ful I rc -so lut  ion o f  52 5  l i t r e s  in the v e r t  i ce !  d i r e c t  j o lt , hut :u degraded per—
for nitunce in each  Iroi- I :orrt :r  1 1 inc .  ‘l ire u’es c u l t I rig :isv ltuillet i v  can  he seen in h i  pure 10 , ah I c li
s l u o s  t hue O i ltpl l t lo t’  t h e  pu - oce s so r  oire rou t i rig di rect 1~’ fr-our tir e ii ill co rr :unc h t ~p ict i l i i i  t n  -

A t  t hese r a t e s , t ire d y nt u nn ic  range is equ i va len t  to  a p p r o x i m a t e l y  II’ gray Ie c c l s .  lire l o ca l
a v e r a g i n g  ar id ed ge d e t e c t  ion tire as e f f e c t i v e  at  t h e s e  r a t e s  is u s i t h  t i re s t o r e d  v l : i t a  c x ~— e r i-
m erit. I lie un sharp mask ing  shuo r- :u r p r ov i d e s  a s irtu i 1:1 r c’ f le c t  I a t ire Sohel  c -dgc l e t  e c t  Ion hut

/

F iv i u r e  S . sa mp le o f  p r o c e s s o r  per f i t r n ua nrc e  o p e r a t i n g  a
stor ed clat ti i t  1 0 — k u : r :u t e s .  

1
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I i gure 10 .  Perfori rut i ncc of ’ pro c c - s s o r  at  t e a l  — t  u ric d a t a  r a t e s .

lt roi i lcs sor iuc gray l e v e l s  at i- educe d dv naum r i c  1’ange . ‘t h i s  etu n lie iin rpor t t un rt  to  I i r tui ted bnan rd-
is j dt Ii s y s  t ci:rs . ‘I’hc b i trar i :e i I s ad i  us t ccl to  e f f e c t  i eel  n Ii roduce ii s i  1 Irouc E t c  of  t u e  dark
I r v ’ Iu .u , is inicir is useful  in highrei- l eve l  p r o c e s s i n g  for ta t - get i c he n t i  f i ca t  j our , for cx au i i p he .
fire hi nti  r i :at ion iii gor I thnu is I nhci’ ent lv uri s t a b l e  ‘in t In t tir e cc-n t e r  p ix el ari d tire sui-rouod -

lun g ulu etu ur t yp i c t ul Iv Irave t’ery s iu m u i l a r  i ntensities. In a uni form back g r o u n d , for example ,
t he t re aur  and center are i d e n t i c a l  • w h i c h  r e s u l t s  i n  ! r ina r i : i ur .g on ly  t he t h rermal  n o i s e .  In
our e\h )er iutr cnts , t h i s  staIr  ii I t~ is rernnoved h) a t i n t’ ing offset at tIr e counrparat ol .

5 .  C o n c l u s ion s

T he r e s u r i t s  show n here i n d i c a t e  ti re f e a s i b i l i ty  o f  u u s lung a si n g le in tegrated ci r c cn it to
pc- rlo r l’I some o f  t h e  p r ep r o c es s i n g  f unc t i ons  of  use in ir i ghc r — l e i ’ e l  or sv mi ro l  ic p r o c e s s i n g .
lnu rtbr e r , i t  is e e i d e n t l v  f e :u s i h , Ie  to o p e r a t e  at  i-cal — t i m e  i-a tcs inch per fo rm t he compu ta t ions
is I throut storage . Pur work is coot i r r ui i tr g in an effor t to conrhiine threse low- leve l operations
to adapt ive p r o c e s s i n g  and tI re h i g h e r — l e v e l  numani pu l t u t i o n .
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